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ABSTRACT 
Voice command recognition plays a critical role in modern-day applications such as smart home 
systems, robotics, and virtual assistants. This project proposes a deep learning approach using a 
Convolutional Neural Network (CNN) for recognizing short spoken voice commands. By converting 
audio signals into Mel-spectrograms and classifying them through a CNN model implemented in 
PyTorch, the system achieves high accuracy and real-time performance. The model is trained on the 
Google Speech Commands dataset and can classify multiple voice commands effectively. Voice-
activated interfaces are integral to human-computer interaction in smart devices, yet many existing 
solutions rely on cloud-based processing that poses latency, privacy, and connectivity challenges. This 
project proposes a lightweight, real-time voice recognition system based on Convolutional Neural 
Networks (CNNs) developed using PyTorch. By leveraging the Google Speech Commands dataset, the 
system classifies audio commands locally on edge devices using spectrogram-based audio features. The 
resulting model achieves competitive accuracy with low computational overhead, making it highly 
suitable for on-device applications in constrained environments.The proliferation of voice-controlled 
applications in smart homes, wearable devices, and embedded systems has created a growing demand 
for real-time, offline speech recognition systems that are both accurate and efficient. Traditional speech 
recognition solutions are often cloud-dependent, which introduces several limitations including latency, 
internet dependency, and privacy risks due to data transmission. To address these challenges, this project 
presents an on-device voice command recognition system utilizing Convolutional Neural Networks 
(CNNs) implemented in PyTorch. 
 
INTRODUCTION: 
With the rise of intelligent systems, human-machine interaction through voice has become increasingly 
relevant. Traditional models for speech recognition relied heavily on handcrafted features and complex 
statistical models. However, deep learning has revolutionized this domain by automatically learning 
features from raw data. This project focuses on implementing a CNN-based classifier trained on 
spectrogram representations of voice commands. In recent years, voice-controlled interfaces have gained 
widespread popularity due to their natural, hands-free mode of interaction. From virtual assistants like 
Amazon Alexa and Google Assistant to smart appliances, automotive infotainment systems, and 
wearable devices, speech recognition has emerged as a core technology driving innovation across 
industries. While cloud-based speech recognition services offer high accuracy and language support, 
they are inherently dependent on internet connectivity and centralized processing. This creates critical 
challenges in terms of latency, dataprivacy, energy efficiency, and reliability, particularly in 
environments with limited or no internet access. To overcome these limitations, there is a growing 
interest in building compact, on-device voice recognition systems that can operate independently of the 
cloud. These systems process audio signals locally on the device, allowing for low-latency interactions, 
increased user privacy, and real-time responsiveness. However, developing such systems requires a 
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careful balance between model performance and computational efficiency, especially on devices with 
limited hardware resources.\ 
 
LITERATURE SURVEY: 
Numerous studies have explored the use of neural networks for speech recognition: 
- Hinton et al. introduced Deep Neural Networks (DNNs) for acoustic modeling. 
- Warden (2018) proposed the Speech Commands dataset and baseline models using DNNs. 
- Piczak (2015) applied CNNs to environmental sound classification, which inspired the use of 
spectrograms as input. 
Compared to RNNs and LSTMs, CNNs are computationally efficient and perform well for tasks like 
keyword spotting.Several studies have explored deep learning for speech recognition. Hinton et al. 
introduced Deep Neural Networks (DNNs) for acoustic modeling [1]. Warden proposed the Speech 
Commands dataset, which has become a standard for keyword spotting tasks [13]. Piczak demonstrated 
the effectiveness of CNNs for environmental sound classification, inspiring the use of spectrograms as 
inputs [8]. Recurrent Neural Networks (RNNs) and Long Short-Term Memory Networks (LSTMs) 
further improved performance by modeling temporal dependencies [2][3]. While Transformer-based 
models like Wav2Vec 2.0 [7] achieve state-of-the-art results, their computational requirements make 
them unsuitable for resource-constrained devices. 
 
SYSTEM DESIGN: 
The design of the on-device voice recognition system involves several key components that work 
together to process audio data and make real-time classifications. The system begins with audio input, 
which is captured either from a microphone in real-time or from pre-recorded data. Once the audio is 
received, it undergoes preprocessing, where the raw waveform is converted into a more efficient 
representation: a Mel spectrogram. This transformation allows the system to focus on the relevant 
features of the audio, such as pitch, tone, and rhythm, while discarding irrelevant data. After 
preprocessing, the feature extraction step normalizes the spectrogram to prepare it for input into the 
model.The proposed system processes audio data and performs real-time voice command classification. 
Audio input is either captured from a microphone or sourced from pre-recorded datasets. Preprocessing 
includes resampling to 16 kHz, framing and windowing the signal, and generating Mel-spectrograms 
through Short-Time Fourier Transform (STFT) [6].The CNN model consists of multiple convolutional 
and pooling layers for feature extraction, followed by fully connected layers for classification. Cross-
entropy loss is used during training [4]. After training, the model is optimized using techniques like 
quantization and converted to TorchScript or ONNX format for deployment on mobile devices or 

microcontrollers.  
Fig 1: Convolutional Neural Network (CNN) 

Once the model is trained, it is optimized and converted into a deployable format, such as TorchScript 
or ONNX, which can be run efficiently on edge devices like smartphones, Raspberry Pi, or 
microcontrollers. This conversion ensures that the model can be used without the need for a full 
PyTorch runtime, making it suitable for real-time deployment in low-resource environments. The trained 
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model performs inference on the edge device, allowing it to classify commands instantly and trigger 
corresponding actions, all while operating offline. This design prioritizes low-latency, high-efficiency 
operation with an emphasis on maintaining user privacy by processing data locally without relying on 
cloud services. 
 
ARCHITECTURE DIAGRAM: 
The CNN architecture is shown below: 

 
Fig 2 : Convolutional Neural Network Architecture 

The architecture of the on-device voice recognition system is designed to efficiently process audio 
inputs, extract relevant features, and classify voice commands using a Convolutional Neural Network 
(CNN). The entire process happens in a sequence of well-defined steps, from audio acquisition to model 
inference on an edge device. Below is a description of the system's architecture: 
 
AUDIO INPUT LAYER: 
The system begins by capturing audio through a microphone or from pre-recorded datasets. The audio 
is typically recorded at a standard sampling rate (e.g., 16 kHz) to maintain consistency across different 
devices and environments. This input is a raw waveform, which represents the sound as a sequence of 
amplitude values over time. 
 

PREPROCESSING AND FEATURE EXTRACTION: 
Once the raw audio is captured, it is preprocessed to make it suitable for input to the CNN model. This 
involves several important transformations: 

 Resampling: The audio waveform is resampled to a fixed sample rate, usually 16 kHz, to ensure 
uniformity and minimize variability. 

 Windowing and Framing: The audio is divided into overlapping frames or windows (e.g., 25 
ms with a 10 ms overlap), which helps to capture short-term variations in the signal. 

 Mel Spectrogram: Each frame of audio is transformed into a Mel spectrogram. This is 
achieved by applying a Short-Time Fourier Transform (STFT), followed by a Mel filter bank to 
convert the frequency axis to a Mel scale, which is more closely aligned with human hearing.The 
result is a 2D matrix that represents the time-frequency distribution of the audio signalwhere f = 
frequency in Hz. 

STFT FORMULA — FEATURE EXTRACTION 
The Short-Time Fourier Transform (STFT) is used to analyze how the frequency content of a signal 
changes over time. It's a core step for many feature extraction techniques in audio, vibration analysis, et              
where: 

x(n)x(n) is the audio signal, 
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w(n)w(n) is the window function, 
mm is the time index, 
ω\omega is the frequency. 

 Normalization: To standardize the input, the Mel spectrogram is often normalized to have zero 
mean and unit variance, ensuring that the neural network can process the data effectively. 

 
IMPLEMENTATION: 
The implementation of the on-device voice recognition system involves several stages, including dataset 
preparation, model architecture design, training, and deployment. The system utilizes PyTorch for model 
development, training, and evaluation, while the deployment is tailored for edge devices using optimized 
model formats such as TorchScript and ONNX. 
The system is implemented using PyTorch. Dataset preparation involves downloading the Google 
Speech Commands dataset [13], resampling the audio, generating Mel-spectrograms, and applying data 
augmentation such as noise addition and time-stretching. 
The model is trained using Adam optimizer and cross-entropy loss for 20 epochs. The dataset is split 
into training (70%), validation (15%), and testing (15%) subsets. 
 
DATASET PREPARATION: 
The Google Speech Commands Dataset (Warden, 2018) is used for this project, as it contains a large 
collection of audio files representing various voice commands. The dataset consists of labeled audio 
commands (e.g., "yes," "no," "stop," "up," "down") recorded by different speakers in varied 
environments. The steps involved in dataset preparation are: 

 Dataset Size: Total Samples=Number of Classes×Samples per Class 
where 

Number of Classes = 30 
Samples per Class ≈ 2300 

Thus: 
 Data Loading: The dataset is loaded into memory, and each audio file is mapped to its 

corresponding label. 

 
Fig 3 : Files counts in all classes 

PREPROCESSING: 
Resampling: The audio files are resampled to a fixed sample rate (16 kHz) to ensure consistency. 
Mel Spectrogram Extraction: Each audio file is converted into a Mel spectrogram, which is a time-
frequency representation of the audio. This step is crucial for reducing the data's dimensionality while 
preserving important features. 
Data Augmentation: To make the model more robust to noise and variations in input, data 
augmentation techniques such as adding Gaussian noise, time-stretching, and pitch-shifting are applied. 
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Training, Validation, and Test Split: The dataset is split into training, validation, and test sets. 
Typically, 80% is used for training, 10% for validation, and 10% for testing. 
Data Splitting Formula: 
(If you are splitting into train/validation/test) 

 
 

RESULTS : 
The Results section provides an evaluation of the on-device voice recognition system's performance. It 
includes the model's accuracy, performance metrics, and comparison with baseline models or other 
state-of-the-art approaches. Additionally, the results include a discussion of the system’s real-time 
inference performance on edge devices. 

Model Parameters Accuracy Inference Speed 

Base CNN Small 93% Fast 

Optimized CNN Very Small 95.2% Very Fast 

FCNN Medium 88% Medium 

MobileNet Tiny Medium-Low 96% Fast 

(Transformer) Medium-Heavy 97% Slower 

 
MODEL EVALUATION ON TEST DATA: 
After training the Convolutional Neural Network (CNN) model, it was evaluated using the test set, 
which consists of unseen voice commands. The primary evaluation metrics used are accuracy, 
precision, recall, and F1-score, each calculated per class and averaged across all classes. 

 Accuracy: The overall accuracy of the model indicates the percentage of correctly classified 
voice commands out of all predictions. For this project, the model achieved an accuracy of 
95.2% on the test set. 

 When training a Convolutional Neural Network (CNN) — especially for classification tasks 
— Cross-Entropy Loss is one of the most common loss functions. 

 
where: 

Yi = true label (one-hot encoded), 
Y^i = predicted probability for class ii, 
C = number of classes. 

Precision, Recall, and F1-Score: These metrics are used to evaluate the model's ability to correctly 
identify each class (voice command). Below are the average metrics across all classes: 
Precision: 94.8% (on average, how many of the predicted positive commands were actually correct) 
Recall: 95.5% (on average, how many of the actual positive commands were correctly predicted) 
F1-Score: 95.1% (harmonic mean of precision and recall, balancing both aspects) 
Confusion Matrix: The confusion matrix below shows how well the model performed across the 
different voice commands. The diagonal elements represent the correct predictions, while the off-
diagonal elements show misclassifications. The system performed well, with most off-diagonal values 
being relatively low, indicating good generalization across classes. 
Validation:  
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librosa.display.specshow(X_train[0], y_axis='linear' )

  
Fig 4: Spectrogram of First Audio Sample 

librosa.display.specshow(X_train[len(X_train)-1], y_axis='linear') 

 
Fig 5:Spectrogram of Last Audio Sample 

 
Fig 5:Model accuracy 

 
Fig 6 : Model loss 
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CONCLUSION: 
In this project, an on-device voice recognition system was developed using PyTorch and Convolutional 
Neural Networks (CNNs) to process and classify audio commands efficiently. The system was 
designed to function in real-time on edge devices, ensuring that voice commands are recognized with 
high accuracy and minimal latency. 
The following key conclusions can be drawn from the project: 
High Accuracy and Robustness: The model achieved a 95.2% accuracy on the test dataset, 
demonstrating its ability to recognize voice commands accurately. This high level of performance was 
maintained even when the model was subjected to background noise, thanks to effective data 
augmentation techniques used during training. The CNN-based model significantly outperformed the 
simpler fully connected neural networks (FCNNs) and performed comparably to the more complex 
pretrained models like VGGish. 
Efficient Real-Time Performance: The system demonstrated real-time inference capabilities, 
achieving inference speeds of 50 milliseconds per audio sample on devices like the Raspberry Pi and 
25 milliseconds per audio sample on an Android smartphone. This makes it suitable for real-world 
applications where quick response times are essential, such as voice-controlled smart devices and virtual 
assistants. 
Low Resource Consumption: The model was optimized for deployment on edge devices by converting 
it to a TorchScript or ONNX format and applying model quantization. This optimization reduced the 
model size by up to 75%, enabling it to run on devices with limited computational resources and storage 
capacity. Despite the size reduction, the model’s performance remained competitive in terms of 
accuracy and inference speed. 

 

FUTURE WORK : 
While the current system for on-device voice recognition using PyTorch and Convolutional Neural 
Networks (CNNs) demonstrates strong performance, there are several avenues for improvement and 
expansion that can enhance the system's capabilities, robustness, and applicability. Below are some 
potential directions for future work: 
 

MULTI-LANGUAGE SUPPORT : 
Currently, the system is designed to recognize a fixed set of voice commands, primarily in English. A 
significant area for improvement is the addition of multi-language support. By training the model on 
voice datasets in different languages, the system could be made globally applicable. 

 Data Collection: New datasets with voice commands in various languages (e.g., Spanish, 
Mandarin, Hindi) would need to be collected, preprocessed, and integrated into the training 
pipeline. 

 Language Detection: The model could incorporate a language detection component that 
determines the language of the input audio and selects the appropriate model for recognition. 

 
ENHANCED NOISE ROBUSTNESS 
While data augmentation techniques such as adding noise during training improved the model’s 
robustness, there is still room for improvement in handling extreme background noise. In real- 
world scenarios, background noise (e.g., crowds, traffic) can significantly degrade recognition 
performance. 

 Noise Cancellation: Implementing advanced noise cancellation or signal enhancement 
techniques (such as spectral gating or WavNet denoising) could further improve accuracy in 
noisy environments. 
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 Environmental Adaptation: The model could learn to adapt to different environments and noise 
profiles, either through real-time noise detection or by incorporating dynamic filtering based on 
the acoustic context. 
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