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Abstract 

The increasing reliance on digital transactions has led to a surge in credit card fraud, which poses 

significant financial risks to individuals and institutions. Traditional fraud-detection systems often 

struggle because of the highly imbalanced nature of transaction datasets, in which fraudulent cases 

represent only a small fraction of all transactions. This study addresses these challenges by 

developing a machine-learning-based fraud detection system using Logistic Regression and adaptive 

training strategies. To improve the detection accuracy, the Synthetic Minority Oversampling 

Technique (SMOTE) was applied to handle class imbalance by generating synthetic fraudulent 

samples. Additionally, feature scaling using StandardScaler ensures that all features are normalized 

for better model performance. The proposed system was trained and evaluated using various 

performance metrics, including the accuracy (96.49%), precision (98%), recall (95%), and F1-score 

(96%). The model achieved an impressive ROC-AUC score of 0.9935, demonstrating its ability to 

effectively distinguish between legitimate and fraudulent transactions. The results highlight the 

effectiveness of combining Logistic Regression with data preprocessing techniques to enhance fraud 

detection in imbalanced datasets.  

Keywords: Credit Card Fraud Detection, Logistic Regression, SMOTE, Imbalanced Data, ROC-
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1. Introduction 

In today's digital world, credit cards have become essential for financial transactions, offering 

convenience and security[1]. However, with the rise in online and cashless payments, credit card 

fraud has increased, leading to billions of global financial losses[2]. Fraudsters have continuously 

developed new techniques to bypass security measures, making fraud detection a crucial challenge 

for banks and financial institutions[3]. Detecting fraudulent transactions efficiently can help prevent 

financial loss and maintain trust in digital payment systems. One of the biggest challenges in fraud 

detection is the highly imbalanced nature of the transaction datasets. Because fraudulent transactions 

account for a tiny fraction of all transactions, traditional machine learning models tend to favor 

legitimate transactions, often misclassifying fraud as a regular activity[4]. This leads to high false-

negative rates where fraudulent transactions are undetected. Another major challenge is the evolving 

nature of fraudulent techniques[5]. Fraudsters frequently change their tactics, which makes it 

difficult for static detection systems to adapt. Additionally, real-time fraud detection is critical, as 

fraud prevention systems must instantly flag and stop unauthorized transactions[6]To address these 

challenges, advanced machine learning techniques, adaptive training strategies, and real-time 

processing are essential to improving fraud detection accuracy and protecting financial transactions 

from cyber threats. 

Fraudulent transactions are rare, making them difficult to identify in large datasets. Traditional fraud-

detection models often struggle because of class imbalance, where the number of legitimate 

transactions far outweighs fraudulent transactions. This imbalance leads to high false-negative rates, 

allowing fraud to remain undetected. To improve accuracy, adaptive training strategies, such as 

oversampling techniques such as Synthetic Minority Oversampling Technique (SMOTE), are 
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essential to ensure that machine learning models can effectively recognize fraudulent patterns. The 

primary goal of this study is to develop a fraud-detection model using Logistic Regression, a widely 

used machine-learning algorithm for binary classification. Because legitimate ones significantly 

outnumber fraudulent transactions, the SMOTE is applied to balance the dataset, ensuring that the 

model learns to recognize fraud effectively. Additionally, feature scaling and preprocessing enhance 

the model performance, leading to higher precision, recall, and ROC-AUC scores. This study focuses 

on binary classification, distinguishing between legitimate and fraudulent transactions. Machine 

learning techniques improve fraud detection accuracy while addressing dataset imbalances. The 

ultimate goal is to develop a scalable and efficient model capable of real-time fraud detection, 

making financial transactions more secure and reliable. 

 

2. Literature Review 

2.1 Overview of Fraud Detection 

Fraud detection has traditionally relied on rule-based systems, in which predefined rules and 

thresholds are used to flag suspicious transactions[7]. These rules may include sudden high-value 

purchases, transactions from unusual locations, or multiple transactions within a short period[8]. 

Although effective in some cases, rule-based methods lack adaptability and often generate false 

positives, inconveniencing legitimate users. In contrast, machine-learning-based approaches analyze 

transaction data patterns and learn to detect fraud dynamically[9]. These models adapt to new fraud 

tactics and improve over time, thereby making them more accurate and efficient. Machine learning 

provides a scalable and intelligent fraud detection system by leveraging historical data and statistical 

techniques. 

2.2 Machine Learning Models for Fraud Detection 

2.2.1 Logistic Regression  

Machine learning has become a powerful tool for detecting credit card fraud by identifying patterns 

in the transaction data. Unlike traditional rule-based methods, machine-learning models can adapt to 

changing fraud techniques and analyze large datasets efficiently. One commonly used model for 

fraud detection is logistic regression, which is a simple and interpretable algorithm for binary 

classification problems such as determining whether a transaction is fraudulent or legitimate. 

Logistic regression estimates the probability that a given input belongs to a particular class by using 

the logistic (sigmoid) function. The model is represented by Eq. 1: 

                         (1) 

Where, 

 
The function maps the input values to a range between 0 and 1, making it suitable for classification 

tasks. 

One of the biggest challenges faced by logistic regression in fraud detection is the handling of 

unbalanced datasets. Because fraudulent transactions make up a tiny percentage of total transactions, 

the model favors the majority class (legitimate transactions), leading to high false-negative rates. 

This implies that actual fraud cases may go undetected. To address this issue, techniques such as the 

Synthetic Minority Oversampling Technique (SMOTE) can be used to balance the dataset by 

generating synthetic fraudulent samples. Additionally, adjusting the decision threshold of logistic 

regression can improve the sensitivity in detecting fraud. Logistic regression remains a widely used 
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model for fraud detection owing to its ease of implementation, computational efficiency, and ability 

to provide interpretable results. 

2.3 Handling Imbalanced Datasets 

One of the biggest challenges in fraud detection is dealing with imbalanced datasets, where 

fraudulent transactions comprise only a small percentage of the total transactions. If left unaddressed, 

this imbalance can cause machine-learning models to favor the majority class, leading to many false 

negatives. A common technique for addressing this issue is SMOTE, which generates synthetic data 

points for the minority class by interpolating existing samples. This helps create a more balanced 

dataset without simply duplicating existing cases. Another approach is undersampling, in which 

majority class samples are removed to balance the dataset. A hybrid method combines SMOTE and 

undersampling to maintain data integrity while improving the detection rates. In addition, feature 

engineering and preprocessing techniques such as scaling, outlier detection, and selecting meaningful 

transaction features can further enhance a model’s ability to distinguish between fraudulent and 

legitimate transactions effectively[10]. 

2.3 Existing research works 

Awoyemi et al. [10] highlighted the growing issue of financial fraud and the role of data mining in 

detecting credit card fraud. Their study compared Naïve Bayes, K-Nearest Neighbors (KNN), and 

Logistic Regression on an imbalanced dataset. Using hybrid sampling techniques, they evaluated 

model performance. Nuthalapati  [11] emphasized the growing risk of credit card fraud and the need 

for machine learning-based detection frameworks. The study tackled imbalanced datasets using 

random undersampling and SMOTE to improve fraud detection. Comparing Random Forest and 

SVM, results showed Random Forest performed best, balancing precision and recall. The study 

highlighted the importance of continuous model adaptation against evolving fraud tactics. Lebichot 

et al. [12] highlighted the significant financial impact of credit card fraud despite its low occurrence. 

They emphasized the need for Fraud Detection Systems (FDS) capable of accurately identifying 

fraud while adapting to diverse fraud behaviors across payment systems and regions. The study 

stressed the importance of transfer learning to improve fraud detection across different financial 

contexts. Pozzolo et al. [13] explored credit card fraud detection as a complex challenge for 

computational intelligence, highlighting issues like concept drift, class imbalance, and verification 

latency. They emphasized the real-world limitations of existing fraud detection models and proposed 

a new learning strategy to tackle these challenges. Their experiments on 75 million transactions 

demonstrated the impact of class imbalance and evolving fraud patterns. 

2.5 Research Gap 

Logistic regression is widely used for fraud detection, but it struggles with imbalanced datasets, often 

misclassifying fraudulent transactions as legitimate transactions. Without proper preprocessing, 

performance is significantly affected. To improve accuracy, adaptive training strategies such as 

SMOTE are necessary to balance the dataset and enhance fraud detection.  

 

3. Methodology 

3.1 Dataset Description 

The dataset used in this study was sourced from Kaggle’s Credit Card Fraud Detection Dataset, 

which is widely used in machine-learning-based fraud detection research[14]. It contains 

anonymized credit card transactions, making it a reliable benchmark for evaluating fraud-detection 

models. The dataset comprises 568,630 transactions, each represented by 28 anonymized features 

obtained through Principal Component Analysis (PCA). These features capture the transaction 

behavior while ensuring data privacy. Additionally, the dataset includes amount, representing the 

transaction value, and class, which indicates whether a transaction is fraudulent or legitimate. A 

significant challenge in using this dataset is its highly imbalanced nature, as fraudulent transactions 

account for only 0.2% of total records. This class imbalance can lead to biased machine-learning 
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models that favor legitimate transactions unless proper resampling techniques are applied. Table 1 

summarizes the key attributes of the dataset. 

 

Table 1. Description of dataset 

Attribute Details 

Source Kaggle Credit Card Fraud Dataset 

Total Transactions 568,630 

Legitimate Transactions 567,493 (99.8%) 

Fraudulent Transactions 1,137 (0.2%) 

Features 28 PCA-transformed features 

Additional Fields 
Amount, Class (0: Legitimate, 1: 

Fraudulent) 

Owing to the highly imbalanced distribution, techniques like SMOTE the Synthetic Minority 

Oversampling Technique (SMOTE) are necessary to enhance the model performance by generating 

synthetic fraudulent samples. Addressing this imbalance ensures better fraud detection and reduces 

false-negative rates, thereby making the model more effective in real-world applications. 

3.2 Data Preprocessing 

Appropriate data preprocessing is crucial for improving the accuracy and reliability of fraud-

detection models. Before training the model, several pre-processing steps were applied to ensure data 

quality and balance. 

3.2.1 Handling Missing Values 

A thorough examination of the dataset revealed no missing values. This eliminated the need for 

imputation, allowing the focus to remain on feature scaling and class balancing to enhance the model 

performance. 

3.2.2 Feature Scaling 

Because the dataset contains both PCA-transformed features and a numerical transaction amount 

field, StandardScaler was applied to normalize the values. This transformation ensures that all 

features contribute equally to the model, preventing bias toward larger numerical values such as 

transaction amounts. Standardizing the data improves the efficiency of machine learning algorithms 

and helps logistic regression to perform optimally. 

3.2.3 Class Balancing 

The dataset was highly imbalanced, with fraudulent transactions accounting for only 0.2% of the 

total records. To address this issue, the Synthetic Minority Oversampling Technique (SMOTE) was 

used to generate synthetic fraudulent transactions and balance the dataset. This approach prevents the 

model from favoring legitimate transactions and enhances its ability to identify fraud correctly. By 

applying SMOTE, the model learns to detect fraudulent patterns more effectively, reducing false-

negative rates and improving recall for fraudulent transactions. These preprocessing steps ensure that 

the dataset is well-structured, making the fraud detection model more reliable and accurate. 

3.3 Model Design 

The fraud detection model in this study is based on logistic regression, which is a widely used 

algorithm for binary classification. Logistic regression was chosen because of its simplicity, 

interpretability, and efficiency, making it well suited for distinguishing between legitimate and 

fraudulent transactions. Although logistic regression performs well, it requires proper preprocessing 

to handle class imbalance and ensure better fraud-detection accuracy. 

3.3.1 Adaptive Training Strategies 

Because fraudulent transactions are rare, the dataset is highly unbalanced. To address this, SMOTE 

is used to generate synthetic fraudulent samples, ensuring that the model learns fraud patterns more 

effectively. Additionally, undersampling of the majority class (legitimate transactions) was 
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considered an optional step to balance the dataset further, preventing the model from being biased 

toward the majority class. 

 

 

3.3.2 Model Training & Evaluation 

The dataset was split into 80% training and 20% testing datasets to ensure a well-distributed 

evaluation. The Saga solver was selected for logistic regression because it was optimized for large 

datasets and ensured faster convergence. 

Several key metrics are used to assess the performance of the model. 

• Accuracy, which measures the overall accuracy 

• Precision, Recall, and F1-score evaluate the model’s ability to correctly identify fraudulent 

transactions. 

• The ROC-AUC score indicates how well the model distinguishes between fraud and non-

fraud cases. 

For better visualization, tools such as the confusion matrix, ROC curve, and precision-recall curve 

were used to analyze the effectiveness and performance of the model in detecting fraud. 

 

4. Results and Discussion 

4.1 Model Performance 

4.1.1 Confusion Matrix Analysis 

A confusion matrix provides a detailed evaluation of the performance of a classification model by 

comparing predicted values with actual labels. This helps identify how well the model distinguishes 

between fraudulent and legitimate transactions. The confusion matrix from the present study is 

shown in Fig. 1 and Table 2. In the fraud detection model, the confusion matrix is expressed as 

follows: 

• True positive (TP): 54,108 – Fraudulent transactions correctly identified as fraud. 

• True Negatives (TN): 55,625 – Legitimate transactions correctly classified as non-

fraudulent. 

• False positive (FP): 1,238 – legitimate transactions incorrectly flagged as fraud. 

• False Negatives (FN): 2,755 – Fraudulent transactions incorrectly classified as legitimate. 

A high number of true positives and negatives indicates that the model effectively detects fraud and 

non-fraud cases. However, false negatives (2,755 instances) remain a concern, as they represent 

fraudulent transactions that went undetected. Reducing false negatives is crucial for minimizing 

financial losses. Similarly, false positives (1,238 cases) indicate legitimate transactions mistakenly 

flagged as fraud, which can inconvenience customers. A well-balanced fraud-detection model aims 

to reduce false negatives and positives, while maintaining high precision and recall. Overall, the 

confusion matrix highlights the effectiveness of the model with a strong ability to correctly classify 

most transactions. Further optimization, such as fine-tuning thresholds or using advanced ensemble 

models, can improve detection rates and reduce misclassification errors. 

Table 2 predicts Legitimacy and Fraud from this study. 
 

Predicted 

Legitimate 

(0) 

Predicted 

Fraudulent (1) 

Actual 

Legitimate (0) 

55,625 1,238 

Actual 

Fraudulent (1) 

2,755 54,108 
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Fig. 1 Confusion matrix of credit card fraud prediction 

4.1.2 Classification Report Analysis 

The classification report comprehensively evaluates the performance of the fraud detection model. 

The model was assessed based on precision, recall, F1-score, accuracy, and ROC-AUC score to 

determine its effectiveness in identifying fraudulent transactions. 

Table 3 Classification report from present study 

 
I. Precision, Recall, and F1-Score 

i.Precision (Fraudulent Transactions): 98% 

Precision measures how many of the predicted fraudulent transactions are actually fraudulent. A 

precision score of 98% means that most flagged fraud cases were indeed fraudulent, minimizing 

false positives and reducing the inconvenience for legitimate users. 

ii.Recall (Fraudulent Transactions): 95% 

Recall measures the number of fraudulent transactions correctly identified. A recall score of 95% 

shows that the model successfully detected the most fraudulent activities while only missing a small 

percentage. 

iii.F1-Score: 96% 

The F1-score is the harmonic mean of precision and recall. A score of 96% reflects a well-balanced 

model that effectively identifies fraud while keeping the false positives low. 

II. Overall Accuracy and ROC-AUC Score 

i.Accuracy Score: 96.49% 

The model correctly classified 96.49% of all transactions, demonstrating strong overall performance. 

However, because accuracy alone can be misleading for imbalanced datasets, other metrics, such as 

recall and ROC-AUC, provide deeper insights. 

ii.ROC-AUC Score: 0.9935 

The Receiver Operating Characteristic - Area Under Curve (ROC-AUC) score of 0.9935 indicates 

that the model is highly effective at distinguishing between fraudulent and legitimate transactions. A 

score close to 1.0 confirms that the model has strong discriminatory power. 
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The high precision and recall of the model indicate that it is highly reliable for fraud detection. The 

balance between accuracy, recall, and ROC-AUC ensures that fraudulent transactions are effectively 

identified while minimizing false positives. 

4.2 Comparison with Other Models 

Fraud detection relies on machine-learning models that accurately distinguish between legitimate and 

fraudulent transactions. To evaluate the effectiveness of logistic regression, its performance was 

compared with other traditional machine learning models, including Support Vector Machine 

(SVM), K-Nearest Neighbors (KNN), and naïve Bayes, as shown in Table 4.  

4.2.1 Performance Analysis 

The comparison table highlights key performance metrics, such as accuracy, precision, recall, F1-

score, and ROC-AUC score for each model. 

i.Logistic Regression achieved an accuracy of 96.49%, with a high precision of 98% and recall of 

95%, demonstrating its reliability in detecting fraud while minimizing false positives. 

ii.The SVM performed slightly lower, with an accuracy of 95.8%, offering good balance but requiring 

more computational resources. 

iii.KNN had an accuracy of 94.5% but struggled with imbalanced data, resulting in a lower recall. 

iv.Naïve Bayes had the lowest accuracy at 92.0%, as its assumption of feature independence limited its 

ability to capture complex fraud patterns. 

While all models showed reasonable performance, logistic regression outperformed the others in 

terms of overall accuracy and fraud detection efficiency. A high ROC-AUC score of 0.9935 indicates 

its strong ability to separate fraudulent and legitimate transactions. Given its simplicity, 

interpretability, and effectiveness, logistic regression remains a strong choice for fraud detection, 

particularly when combined with techniques such as SMOTE and feature scaling to handle class 

imbalance. 

Table 4 Results comparison of Logistic Regression with other techniques  

 
4.3 Discussion on results and practical implications 

Handling class imbalance is one of the most significant challenges in fraud detection because 

fraudulent transactions make up only a small fraction of the total dataset. Without proper balancing 

techniques, machine-learning models tend to favor the majority class, leading to high false-negative 

rates. To address this issue, SMOTE was applied to generate synthetic samples for fraudulent 

transactions. Applying SMOTE significantly improves the model’s ability to detect fraudulent 

transactions. By balancing the dataset, the recall for fraud cases increased, meaning that fewer 

fraudulent transactions were undetected. This improvement was essential in reducing false negatives 

and was critical in fraud detection to minimize financial losses. Additionally, feature scaling ensures 

that the transaction amount and other features contribute equally to the model’s predictions. Logistic 

regression, when combined with SMOTE and feature scaling, achieved an accuracy of 96.49%, a 

precision of 98%, and a recall of 95%, striking a strong balance between detecting fraud and 

minimizing false alarms. 

The combined effect of SMOTE and feature scaling ensured that the model did not 

disproportionately favor legitimate transactions while maintaining interpretability and efficiency. 
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These results highlight the importance of preprocessing techniques for enhancing the performance of 

machine-learning models for fraud detection. The balanced precision and recall of the model make it 

reliable for real-world fraud prevention systems. 

 

5. Conclusion 

This study demonstrates that logistic regression, when combined with appropriate preprocessing 

techniques, is an effective method for credit card fraud detection. Despite its simplicity, the logistic 

regression performed well in identifying fraudulent transactions, achieving high accuracy, precision, 

and recall. However, because fraud datasets are highly imbalanced, the Synthetic Minority 

Oversampling Technique (SMOTE) is crucial for improving a model’s ability to detect fraudulent 

cases. By balancing the dataset, SMOTE significantly enhances recall, reducing the number of 

fraudulent transactions misclassified as legitimate. The model achieved high precision (98%) and 

recall (95%), ensuring a low false-positive rate, which is essential for fraud detection to minimize 

unnecessary transaction blocks. The ROC-AUC score of 0.9935 confirms the strong ability of the 

model to differentiate between fraudulent and legitimate transactions. While the results are 

promising, real-time fraud detection remains challenging because transactions must be flagged 

immediately. Future work should focus on integrating real-time detection systems capable of 

instantly processing transactions. Additionally, exploring advanced deep learning models, such as 

neural networks, or ensemble methods, such as XGBoost, can enhance accuracy and adaptability. 

Implementing such improvements will help create a more robust, scalable, and efficient fraud 

detection system for real-world applications. 
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