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ABSTRACT 

In this paper describing concept to control or 

automate green traffic signal allotment time based 

on congestion available at roadside using Canny 

Edge Detection Algorithm. Intelligent road traffic 

monitoring requires efficient systems to handle the 

vast amount of data generated by traffic 

surveillance cameras every second. Manual 

monitoring of this data is labor-intensive and 

impractical, necessitating the adoption of 

automated solutions. The primary objective of this 

work is to develop a fast and accurate traffic 

detection system that significantly reduces the need 

for human intervention. In this proposed work, we 

focus on accident detection and traffic flow 

analysis as key components of an intelligent road 

traffic monitoring system. The traffic surveillance 

data is pre-processed to construct a comprehensive 

training dataset. Using this dataset, we create a 

specialized CNN architecture by transferring a pre-

trained network to traffic-related applications and 

retraining it with our self-established data. By 

utilizing the CNN, the system can effectively 

classify various multiclass problems, including 

accident detection, and identifying dense or sparse 

traffic conditions. 

1. INTRODUCTION 

Intelligent road traffic monitoring systems often 

integrate accident detection and traffic flow 

analysis into a unified platform. This integration 

allows for a holistic view of traffic conditions and 

enables more effective traffic management. For 

example, when an accident is detected, the system 

can automatically adjust traffic signals, reroute 

traffic, or provide alternative routes to minimize 

disruptions. It can also help emergency responders 

reach the scene faster by dynamically clearing 

traffic paths. 

So, accident detection and traffic flow analysis are 

critical components of intelligent road traffic 

monitoring systems that leverage technology and 

data analysis to enhance road safety, reduce 

congestion, and optimize traffic flow. These 

systems play a pivotal role in improving 

transportation efficiency and overall quality of life 

for commuters by ensuring smoother traffic 

operations and quicker response to incidents on the 

road. 

Traffic flow analysis, on the other hand, focuses on 

understanding and optimizing the movement of 

vehicles on the road. This involves collecting and 

processing vast amounts of data from various 

sources, including traffic cameras, GPS devices, 

and vehicle sensors. By analysing this data, traffic 

management systems can provide real-time 

information to drivers through digital signs, mobile 

apps, or navigation systems, helping them make 

informed decisions about their routes and reducing 

congestion. Traffic flow analysis also assists 

transportation agencies in making data-driven 

decisions about road design, infrastructure 

improvements, and traffic signal optimization to 

improve overall traffic efficiency. 

2. LITERATURE SURVEY 

Lu et al. [3] analyzed the location of a car in road 

transects, the road safety grade, the road surface 

condition, the visual condition, the vehicle 

condition, and the driver state were studied, and the 

prediction accuracy model of 86.67% was 

established.  

Alkheder et al. [4] predicted the severity of traffic 

accidents from 16 attributes and four injury degrees 

(minor, moderate, severe, and death) through 

artificial neural networks.  
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Akanbi et al. [5] found that old age, overtaking, 

speeding, religious beliefs, poor braking 

performance, and bad tires were the main human 

factors causing and causing plant and animal 

extinctions in traffic accidents. Some effects of 

weather and accident conditions on the 

characteristics of highway traffic behaviour have 

also been pointed out by Caleffi et al. 

An et al. [7] applied a fuzzy convolutional neural 

network to traffic flow prediction under uncertain 

traffic accident information and verified its 

effectiveness through the real trajectory of cars and 

meteorological data. 

3.  SYSTEM ANALYSIS 

The Systems Development Life Cycle (SDLC), or 

Software Development Life Cycle in systems 

engineering, information systems and software 

engineering, is the process of creating or altering 

systems, and the models and methodologies that 

people use to develop these systems. In software 

engineering the SDLC concept underpins many 

kinds of software development methodologies. 

3.1 Existing System 

Manual Identification and Classification of the 

vehicle is a tedious process. So, Two Automatic 

Identification and Classification Algorithms 

namely Artificial Neural Network (ANN) and K - 

Nearest Neighbour (KNN) are used to detect and 

classify the vehicles using Acoustic signals which 

are recorded by microphones attached to the roads. 

The Manual prediction process has complexity in 

alone twofold narrow road with assorted traffic. 

This complexity is rectified by using the automatic 

detection algorithm (ANN & KNN). ANN & KNN 

is also used as a classifier and this broadly 

classifies the vehicles into three categories namely 

Heavy traffic, medium traffic and Low traffic. 

Microphones are used to detect the vehicles by 

recording the acoustic signals.  

 

Figure: Analysis of SVM 

It records the signal when a vehicle passes over the 

microphone and shows a peak in energy as a result 

of recording. The vehicle is automatically detected 

by locating the energy peak by smoothing the 

energy contour. The ANN/KNN classifiers are 

trained using the feature vectors. With the help of 

the Test data that contains over 180 vehicles, the 

efficiency of the method is tested with diverse 

categories. 

3.2 Proposed System 

The traffic surveillance system accumulates an 

enormous amount of data regarding road traffic 

each second. Monitoring these data with the human 

eye is a tedious process and it also requires 

manpower for monitoring. A deep learning 

approach can be utilized for traffic monitoring and 

control. The traffic surveillance data are pre-

processed to construct the training dataset. The 

Traffic net is constructed by transferring the 

network to traffic applications and retraining it with 

a self-established data set. This Traffic net can be 

used for regional detection in large scale 

applications. Further, it can be implemented across-

the-board. The efficiency is admirably verified 

through speedy discovery in the high accuracy in 

the case study. The tentative assessment could pull 

out to its successful application to a traffic 

surveillance system and has potential enrichment 

for the intelligent transport system in future. 

 

Figure: Proposed methodology 

http://en.wikipedia.org/wiki/Systems_engineering
http://en.wikipedia.org/wiki/Systems_engineering
http://en.wikipedia.org/wiki/Information_systems
http://en.wikipedia.org/wiki/Software_engineering
http://en.wikipedia.org/wiki/Software_engineering
http://en.wikipedia.org/wiki/Methodologies
http://en.wikipedia.org/wiki/Software_development_methodologies
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The block diagram of the proposed method, as 

shown in Figure outlines the various steps involved 

in the process of traffic status prediction using a 

Deep Learning Convolutional Neural Network 

(DLCNN) on the Traffic Net dataset. 

3.3 Proposed DLCNN 

Deep neural network is gradually applied to the 

identification of crop Traffic conditions and insect 

pests. Deep neural network is designed by imitating 

the structure of biological neural network, an 

artificial neural network to imitate the brain, using 

learnable parameters to replace the links between 

neurons. Convolutional neural network is one of 

the most widely used deep neural network 

structures, which is a branch of feed forward neural 

network. The success of DLCNN network model 

also confirms the importance of convolutional 

neural network model. Since then, convolutional 

neural networks have developed vigorously and 

have been widely used in financial supervision, text 

and speech recognition, smart home, medical 

diagnosis, and other fields. 

 

Figure: Proposed DLCNN 

Table: Layers description 

 

Convolutional neural networks are generally 

composed of three parts. Convolution layer for 

feature extraction. The convergence layer, also 

known as the pooling layer, is mainly used for 

feature selection. The number of parameters is 

reduced by reducing the number of features. The 

full connection layer carries out the summary and 

output of the characteristics. A convolution layer is 

consisting of a convolution process and a nonlinear 

activation function ReLU. A typical architecture of 

CNN model for crop Traffic condition recognition 

is shown above Figure. 

2.4 Data Preprocessing 

There are three symbolic data types in NSL-KDD 

data features: protocol type, flag and service. We 

use one-hot encoder mapping these features into 

binary vectors. One-Hot Processing: NSL-KDD 

dataset is processed by one-hot method to 

transform symbolic features into numerical 

features. For example, the second feature of the 

NSL-KDD data sample is protocol type. The 

protocol type has three values: tcp, udp, and icmp. 

One-hot method is processed into a binary code 

that can be recognized by a computer, where tcp is 

[1, 0, 0], udp is [0, 1, 0], and icmp is [0, 0, 1] 

 

4. SYSTEM DESIGN 

 
4.1 System architecture 

 

a) Employee 

Using employee module user who is working in 

company can register with application and login to 

application and view profile. Employee who want 

to check status or want to know if there are any 

anomaly is network connection or packets which 

are sent by him or any other employee inside 

company can request admin to check from the data 

set and update to employee. Employee can view 

anomaly packets inside the network after 

responding from admin.  

 b) Admin 
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Admin a module who looks after network related 

issues in side a company who will login with 

application he can log dataset of networking 

packets which are part of the company and when 

ever he gets requests to check anomaly detection 

request admin will upload data set , preprocess 

data, divide data in to test and train and then create 

model and predict from the test data and predicted 

result is displayed to admin and sent to requested 

user. 

c) Dataset Collection   

In this step data set is collected from Kaggle 

website. Data set has features and labels. Features 

are used as input and labels for output. 

4.2 Data Preprocessing 

In this step data is preprocessed by removing 

unwanted data and NAN values and using features 

and labels which are useful to fit in to algorithm 

and then process data for prediction.  

 

a) Data split Test training 

In this stage data is divided in to test and train 

values using train test split function and store 

features and labels in to test train values. Train set 

is 30 percent of test set data which is used for 

checking accuracy of the dataset. 

b) Model Training 

In this stage different algorithms are used to check 

which algorithm provides best accuracy and select 

one algorithm to use that for fitting features and 

labels and then run algorithm in this way model is 

trained. 

c) Prediction and accuracy 

In this stage new input or test set is taken as input 

and given as input to predict function of the 

algorithm and then result of labels are as output of 

the algorithm. 

4.3 Input Design 

 

The input design is a component of the overall 

system design. The following is the main goal of 

the input design: 

1. Create a low-cost input method. 

2. To achieve the highest possible level of 

accuracy. 

3. Ascertain that the user accepts and 

comprehends the input. 

4.4 Output Design 

Computer system outputs are primarily used to 

communicate the results of processing to users. 

They are also used to save a permanent copy of the 

results for future reference. In general, the various 

types of outputs are as follows:  

▪ External Outputs, which have a 

destination outside of the organization 

▪ Internal outputs have a destination within 

the organization and serve as the primary 

interface between the user and the 

computer. 

▪ Operational outputs that are only used 

within the computer department. 

▪ Interface outputs that engage the user in 

direct communication. 

 

5. IMPLEMENTATION 

a) Design 

The software system design is produced from the 

results of the requirements phase.  Architects have 

the ball in their court during this phase and this is 

the phase in which their focus lies.  This is where 

the details on how the system will work is 

produced.  Architecture, including hardware and 

software, communication, software design (UML is 

produced here) are all part of the deliverables of a 

design phase. 

b) Implementation 

Code is produced from the deliverables of the 

design phase during implementation, and this is the 

longest phase of the software development life 

cycle.  For a developer, this is the main focus of the 

life cycle because this is where the code is 

produced.  Implementation my overlap with both 

the design and testing phases.  Many tools exists 

(CASE tools) to actually automate the production 

of code using information gathered and produced 

during the design phase. 

6. TESTING 

Testing is the process where the test data is 

prepared and is used for testing the modules 

individually and later the validation given for the 

fields. Then the system testing takes place which 

makes sure that all components of the system 
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property function as a unit. The test data should be 

chosen such that it passed through all possible 

condition. The following is the description of the 

testing strategies, which were carried out during the 

testing period. 

During testing, the implementation is tested against 

the requirements to make sure that the product is 

actually solving the needs addressed and gathered 

during the requirements phase.  Unit tests and 

system/acceptance tests are done during this phase.  

Unit tests act on a specific component of the 

system, while system tests act on the system as a 

whole. 

So, in a nutshell, that is a very basic overview of 

the general software development life cycle model.  

Now let’s delve into some of the traditional and 

widely used variations. 

6.1 System Testing 

Testing has become an integral part of any system 

or project especially in the field of information 

technology.  The importance of testing is a method 

of justifying, if one is ready to move further, be it 

to be check if one is capable to with stand the 

rigors of a particular situation cannot be 

underplayed and that is why testing before 

development is so critical. When the software is 

developed before it is given to user to user the 

software must be tested whether it is solving the 

purpose for which it is developed.  This testing 

involves various types through which one can 

ensure the software is reliable. The program was 

tested logically and pattern of execution of the 

program for a set of data are repeated.  Thus the 

code was exhaustively checked for all possible 

correct data and the outcomes were also checked. 

6.2 Module Testing 

To locate errors, each module is tested individually.  

This enables us to detect error and correct it 

without affecting any other modules. Whenever the 

program is not satisfying the required function, it 

must be corrected to get the required result. Thus 

all the modules are individually tested from bottom 

up starting with the smallest and lowest modules 

and proceeding to the next level. Each module in 

the system is tested separately. For example the job 

classification module is tested separately. This 

module is tested with different job and its 

approximate execution time and the result of the 

test is compared with the results that are prepared 

manually. Each module in the system is tested 

separately. In this system the resource classification 

and job scheduling modules are tested separately 

and their corresponding results are obtained which 

reduces the process waiting time. 

6.3 Integration Testing 

 

After the module testing, the integration testing is 

applied.  When linking the modules there may be 

chance for errors to occur, these errors are 

corrected by using this testing. In this system all 

modules are connected and tested. The testing 

results are very correct. Thus the mapping of jobs 

with resources is done correctly by the system. 

6.4 Acceptance Testing  

When that user fined no major problems with its 

accuracy, the system passers through a final 

acceptance test.  This test confirms that the system 

needs the original goals, objectives and 

requirements established during analysis without 

actual execution which elimination wastage of time 

and money acceptance tests on the shoulders of 

users and management, it is finally acceptable and 

ready for the operation. 

7. OUTPUT SCREENS 

In this project author is using deep learning 

convolution2d neural network to detect traffic 

conditions such as heavy traffic, low traffic, 

accident or fire accident. To implement this project, 

we have used traffic net dataset available on 

GitHub. We have trained CNN model with traffic 

net dataset. 

 

Figure: Home Page 
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Figure: trafficnet_dataset 

 

Figure: Image Preprocessing 

 

Figure: In above screen displaying sample image 

from processed images and now close above 

image to get below screen 

 

Figure: In above screen CNN model generated with 

prediction accuracy as 99% and in below black console 

we can see CNN layer details 

 

 

 

Figure: Test another image 

 

Figure: Accuracy & Loss Graph 

In above graph red line indicate LOSS and green 

line indicates accuracy and x-axis represents 

number of iterations or EPOCH and y-axis 

represents accuracy/loss. In above graph we can 

see in each iteration accuracy get increase and 

loss/error rate decrease which means in every 

iteration CNN model get better. 

8. CONCLUSION 

In conclusion, the proposed method for traffic 

status prediction using DLCNN on the Traffic Net 

dataset presents a promising approach to 

addressing the challenges of traffic management, 

safety, and urban planning. This method harnesses 
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the power of deep learning to accurately classify 

traffic conditions, offering advantages such as 

automation, scalability, and real-time monitoring. 

By providing precise insights into traffic dynamics, 

it enhances road safety, reduces congestion, and 

contributes to more efficient transportation 

systems. The model's adaptability and potential for 

continuous improvement make it a valuable tool for 

addressing the ever-evolving challenges of urban 

traffic. As cities continue to grow and traffic 

complexity increases, the significance of such 

methods cannot be overstated, offering a path 

towards smarter and safer urban mobility. 
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