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ABSTRACT 

Rising accident rates and the growing demand for blood and organ donations require efficient, data-

driven systems for donor identification and management. This study investigates the impact of 

dataset size on the effectiveness of various data mining methods for donor classification, clustering, 

and forecasting. Eligible donors are filtered using criteria such as blood group, age, medical history, 

and geographical proximity. Clustering improves matching between donors and recipients. Rapid 

decision-making during emergencies demands robust outlier detection and noise reduction to 

enhance data quality. Experiments employ the open-source KEEL platform, which supports 

evolutionary algorithms and a graphical interface. Using Bayesian-D preprocessing, classification 

models including C4.5-C, AdaBoost-C, and C4.5_Binarization-C are evaluated across datasets 

ranging from 1,000 to 6,000 records. Results indicate that C4.5-C achieves higher accuracy and 

lower variance with larger datasets. For donor clustering, k-Means and k-Medoids improve grouping 

by proximity, eligibility, and urgency. Feed-forward backpropagation artificial neural networks 

(ANNs) predict donor availability using features such as blood type, age, and location. Mean 

Squared Error validates prediction performance, confirming that ANNs effectively forecast donor 

behavior. Larger datasets consistently strengthen model reliability, supporting scalable, data-driven 

decision frameworks. 

 

Keywords: Data Mining, Clustering, KEEL Binarization Algorithm. 

 

1. Introduction 

In recent years, data analysis has transformed multiple fields, including medicine, marketing, and 

advertising, by extracting actionable insights from large-scale data through advanced techniques. 

Within medical practice, rising accident rates and complex health conditions demand timely 

availability of blood and organ donors. Traditional database retrieval systems increasingly fall short 

when processing growing donor records, highlighting the need for advanced analytical methods to 

support efficient and precise donor identification. Data mining plays a central role in this context, 

employing techniques such as classification, clustering, regression, and association to uncover 

patterns and relationships in extensive datasets. Classification enables supervised learning, using 

labeled data to train models for future predictions. In contrast, clustering, an unsupervised technique, 

groups data based on similarities and reveals natural structures without prior labels [1]. K-means 

clustering remains widely used across domains like pattern recognition and economic modeling, yet 

its efficiency depends heavily on initial centroid selection. Poor initialization often results in 

suboptimal clusters, driving research toward improved centroid optimization. Similarity measures, 

such as Euclidean distance, and robust centroid selection significantly enhance clustering 
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performance. Validating clusters ensures meaningful groupings; internal, external, and relative 

indices assess clustering quality. Regression, another supervised learning method, predicts 

continuous variables and helps forecast donor trends and demand. Artificial Neural Networks 

(ANNs), inspired by the biological brain, offer strong pattern recognition and handle noisy or 

incomplete data effectively. Attributes such as age, blood type, and location enable ANNs to predict 

donor behavior. Backpropagated multilayer feedforward networks prove especially valuable for 

classification and prediction tasks in donor management [2]. 

The Knowledge Extraction based on Evolutionary Learning (KEEL) tool supports the design and 

evaluation of computational intelligence methods, including classification, clustering, and regression. 

This open-source platform allows graphical configuration, algorithm performance comparison, and 

experiments involving preprocessing, hybrid modeling, and feature selection. Preprocessing tasks 

such as noise filtering and dimensionality reduction improve model performance by transforming 

raw data into relevant features [3]. Advanced techniques like random projection and SVD-based 

factorization simplify computations while preserving essential data characteristics. Recent studies 

propose alternative clustering approaches using dimensionality matrices and Huffman tree 

construction to overcome limitations of earlier algorithms [4]. These methods demonstrate higher 

stability and efficiency, particularly for large datasets, due to improved centroid initialization and 

consistent clustering outcomes. Such data mining techniques apply well in real-world donor systems. 

A centralized donor management platform integrates data from NGOs, hospitals, blood banks, and 

online systems, employing clustering for donor grouping by eligibility and proximity, and 

classification to identify frequent donors and predict demand trends. Web-based interfaces enhance 

communication among institutions, streamline requisition processes, and reduce emergency delays. 

Common classification methods, including decision trees, support vector machines, and ensemble 

techniques such as AdaBoost and Random Forests, offer advantages in interpretability, accuracy, and 

computational performance. Algorithm selection depends on dataset characteristics and application 

requirements [5]. Hybrid models combining classification and clustering (e.g., CNN-SVM or K-

means-CART) hold potential for improved prediction accuracy and reduced latency, delivering 

powerful solutions for donor identification and stock management [5-7]. 

1.1 Motivation 

An organized study of blood donor databases and blood bank repositories remains essential to meet 

the rising demand driven by increasing accidents and related conditions. Conventional database 

procedures often fail to extract critical donor information efficiently, creating an urgent need for 

more advanced repository systems. Another relevant area of study, xeno-transplantation, has also 

gained prominence in recent years. This work specifically focuses on identifying suitable donors who 

match the required blood group and reside within a defined location. To address this, a partitioning 

clustering technique is applied to locate and organize donor information effectively. Initially, a 

standard k-means clustering method partitions data based on geographic proximity. However, the 

selection of initial centroids strongly influences the final cluster quality. To reduce clustering 

complexity, enhance cluster quality, evaluate different data mining methods, and ensure robust 

validation, a novel system has been developed and tested. 

1.2 Research contribution 

Here are four short and effective research contributions: 

• To evaluate how varying dataset sizes impact the performance of classification algorithms such 

as C4.5 and AdaBoost. 

• To benchmark and validate data mining algorithms using the KEEL tool with consistent and 

reliable performance metrics. 

• To cluster blood and organ donors effectively using improved K-Means and K-Medoids 

algorithms based on key eligibility parameters. 

• To develop an artificial neural network model for predicting donor availability using age, blood 

group, and location features. 
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1.3 Paper Organization  

This paper includes seven structured sections. The introduction highlights the growing need for 

efficient donor management driven by rising demand. Related work summarizes existing studies on 

data mining methods for donor identification and classification. The problem statement defines key 

challenges in managing and analyzing large-scale donor datasets. The research gap outlines the 

limitations of current approaches in addressing data volume and accuracy. The proposed 

methodology describes preprocessing, classification, clustering, and predictive modeling strategies. 

Data mining techniques, including C4.5-C, AdaBoost-C, k-means, k-medoids, and neural networks, 

are discussed for scalable donor management. The result analysis evaluates performance across 

varying dataset sizes. The conclusion summarizes main findings and proposes directions for 

integrating real-time data streams and advanced learning models to further improve donor 

management systems. 

 

2. Related work 

First, the capability of data mining methods has been broadly investigated in multifarious fields of 

applications such as healthcare, finance and social sciences. Nonetheless, one important determinant 

of these methods which has been given comparatively less research focus on has been the size or the 

extent of the dataset [8]. The size of the required dataset is a decisive factor to establish the 

performance, scalability and the overall generalizability of different data mining algorithms namely 

classification, clustering, regression and association rule mining. Some research papers have put 

more emphasis in the dataset size enhancement in enhancing the prediction accuracy. To illustrate, 

have stated that the voluminousness of the data has a direct impact on the scalability of algorithms, 

and efficient computational strategy was needed so that the stabilization of the performance was 

provided. With a high number of data, the decision tree and k-nearest neighbors (KNN) algorithms 

are computationally cumbersome and as such, there is slowness in learning and predicting results [9-

10]. 

When classifying, by using decision tree algorithms such as C4.5 and CART, the results have been 

inconsistent based on datasets of different volumes. C4.5 has been shown to operate best on small to 

medium dataset but incredibly inefficient on large data where tree depth and redundancy assumes the 

master seat [11]. Conversely, the ensemble learning curve e.g., AdaBoost and Gradient Boosting 

Machine (GBM) has generally been strong across the various sizes of the dataset, owing to the fact 

that they use a collection of weak learners. k-means and k-medoids clustering methods are very 

sensitive to the size of data, particularly during initialization of the centroid, and iterative 

convergence, k-means scales well for small-data, but not in noisy and large-scale data without 

optimization by smarter initialization schemes (e.g. k-means++ or hybrid centroid estimators). A new 

study by [12], introduced the density-based k-means clustering algorithm that fits on large datasets 

by guiding the selection of the centroid on high-density areas, resulting in better accuracy and faster 

last iteration. 

The size of dataset is also a factor that influences both linear and non-linear regression models of 

regression analysis. Increasing datasets tend to provide more accurate estimates of parameter and 

essential resources as well as optimization algorithms that are effective. Other researchers, including 

those who studied scalable regression methods like those by [13]. Into scalable regression techniques 

that are able to perform efficiently within large-scale data spaces, including stochastic gradient 

descent (SGD) or mini-batch processing. Pre-processing of data especially dimensions reduction is 

important in dealing with massive datasets. Reducing dimensionality over feature space is a common 

problem and is often implemented to retain data variance by using methods of Principal Component 

Analysis (PCA), t-SNE, and autoencoders [14]. To boost performance in classification techniques, 

feature selection and feature extraction techniques are also applied such as Information Gain and 

Chi-square tests. The methods have been applied successfully in the tools like WEKA and KEEL, 
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which are offered to the experimental environments of testing the method of classification, 

clustering, and regression activities at a different size of variable commandments [15]. 

KEEL, in particular, has been a valuable platform for analyzing how preprocessing impacts 

algorithm performance with increasing dataset sizes. By using Bayesian-D pre-processing in 

conjunction with classification algorithms like C4.5-C and AdaBoost, researchers have demonstrated 

significant improvements in accuracy and reduced variance, even with datasets exceeding 6000 

records [16]. These findings validate the necessity of preprocessing when scaling data mining tasks 

to larger datasets. Artificial Neural Networks (ANNs), particularly multilayer perceptron’s and 

feedforward backpropagation models, have shown improved performance with larger datasets due to 

their high capacity for pattern recognition. However, they also risk overfitting if the training data is 

not properly balanced or regularized. [17-18], deep learning models tend to generalize better with 

more data, but computational efficiency becomes a limiting factor, necessitating the use of GPUs and 

optimized training algorithms like Adam or RMSprop.  

In anomaly detection, which is the setting where the class imbalance problem can seriously arise, the 

size of the data can have a great impact on the accuracy of the detection. Minor data sets might not 

give significant representative samples of abnormal behavior, which results in limited generalization. 

In order to overcome this, implementation of techniques such as SMOTE (Synthetic Minority Over-

sampling Technique), and ensemble learning have been implemented in order to balance classes 

artificially and increase learning [19]. More recently studies have focused on lightweight and edge-

optimized networks such as MobileNet or Tiny-YOLO and pruned neural networks, particularly in 

the context of relatively latency-sensitive applications such as healthcare and emergency response. 

Such models are specifically intolerant to the size of datasets because memory and processing 

constraints imply proficient learning with compressed representations. As an example, MobileNetV3 

is capable of training successfully and reaching high accuracy rates using less data since it adopts 

effective architecture blocks such as depthwise separable convolutions [20]. Cloud and distributed 

environments have also been studied in terms of relationship between the size of a dataset and the 

performance of an algorithm. Frameworks based on Hadoop and Spark can support distributed 

computing of thick data volumes so that the traditional algorithms can scale. shown that distributed 

decision trees and support vector machines (SVMs) can be scaled with size of the data almost 

linearly when the computational resources are well managed [21]. 

 

3. Problem Statement 

Incidences of medical emergency are more frequent and the need to donate blood and organs is on 

the rise creating a serious challenge to the healthcare logistic and donor management platforms. The 

conventional methods of donor identification based on data extraction in a manual way and simple 

data query are expeditious and unable to extent with the increase in the amount (or frequency) of 

information gathered by wide assortment of institutions like hospitals, blood banks, NGOs and 

internet-based registries. In an emergency situation, the inability to properly locate the right donors 

because of the unstructured nature of data as well as noise and absence of predictive ability will lead 

into life-threatening consequences. Moreover, there are several existing systems that are not as smart 

they identify their donors, evaluate them in terms of eligibility in real time, cluster them according to 

their proximity and medical parameters, predict the availability according to the previous trends, etc. 

Such systems are also heavily dependent on the amount of data and quality of data it receives, 

however the role the extent of a dataset has on algorithmic results still has minimal analysis. The 

urgency is necessitated by the need to create scalable, intelligent and adaptive data mining, which 

processes datasets of different sizes power, great classification reliability, fast clustering and solid 

predictions of donor availability. The study replaces this gap by conductively comparing the 

performance of different data mining methods on the basis of the extent of individual dataset. The 

aim is to create a strong data-based scheme through classification, clustering, and prediction models 
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that are confirmed by various tools such as KEEL and ANN architectures to assist donor decisions in 

health facilities in the most accurate and timely manner 

 

4. Research Gap 

Although data mining techniques have a sufficient number of applications in the healthcare sector, 

not much consideration has been given to determining the effects of the extent of datasets on the 

effectiveness of these techniques in donor identification and management systems. Current research 

efforts concentrate on the performance of algorithms when using fixed sizes of datasets without 

considering scalability and flexibility when using different amounts of data. Moreover, the traditional 

systems of donors do not include clustering and prediction models that could improve in-time 

decision-making under critical situations. 

In addition to that, although the application of such tools as KEEL and ANN models demonstrates 

effective analysis opportunities, their joint use to assess the classification, clustering, and prediction 

in large and small datasets has not received a fair amount of attention yet. Strong pre-processing 

techniques that help in the handling of data noise, outliers and holes in the data have also not been 

discussed in the existing literature and their exclusion has a major impact on the reliability and good 

performance of the models. Thus, the gap in the research is evident regarding developing and 

validating an extensive data mining framework complex that integrates classification, clustering, and 

relationship prediction strategies as well as optimizes the process of donor identification by covering 

the limited issue of impacting the size of the datasets with the resounding outcomes of the 

performance effectiveness. 

 

5. Proposed Methodology 

To address the growing complexities in healthcare logistics—particularly blood and organ donor 

identification—this study presents a structured methodology to examine how dataset extent 

influences the effectiveness of data mining approaches. The framework consists of three core 

components: donor filtering, clustering, and prediction. 

• Data Preprocessing and Filtering: Donor records are initially filtered based on key eligibility 

criteria such as blood type, age, medical history, and geographical proximity. Outlier detection 

and noise-handling mechanisms are implemented to ensure data quality and reliability, crucial in 

high-stakes, real-time medical scenarios. 

• Dataset Scaling and Experimental Design:Experiments are conducted across datasets ranging 

from 1,000 to 6,000 records to evaluate performance variation. The open-source KEEL 

(Knowledge Extraction based on Evolutionary Learning) tool is employed for this analysis due to 

its comprehensive support for preprocessing, evolutionary algorithms, and performance 

evaluation. Bayesian-D preprocessing is integrated with classification algorithms including C4.5-

C, AdaBoost-C, and C4.5_Binarization-C. 

• Classification and Performance Assessment: Each algorithm’s classification accuracy and 

variance are assessed across the scaled datasets. Findings reveal that C4.5-C offers the most 

stable and accurate predictions, particularly as dataset size increases, highlighting its scalability. 

• Clustering and Donor Grouping: For donor-recipient matching, enhanced k-means and k-

medoids algorithms are applied to cluster donors based on spatial and health-related attributes. 

This improves emergency responsiveness by enabling localized matching. 

• Prediction Using ANN Models: Feed-forward backpropagation Artificial Neural Networks 

(ANNs) are trained to predict donor availability. Features like age, blood group, and location are 

used as input, and model performance is validated using Mean Squared Error (MSE), confirming 

ANN’s robustness. 

The methodology underscores the importance of scalable, data-driven systems in healthcare, 

demonstrating that larger datasets significantly enhance the effectiveness and reliability of data 

mining models, and below shown is Proposed architecture in Fig. 5.1. 
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Fig. 5.1 Proposed architecture 

5.1 Evaluation Metrics and Performance Analysis 

In data mining, evaluating model performance is essential to determine its reliability and predictive 

power [22]. Four key evaluation metrics are commonly used: Accuracy, Precision, Recall, and F1-

score, all derived from the confusion matrix, which consists of: 

Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

F1 − score = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

Where, A prediction system labels positive cases correctly as True Positives while negative cases 

correctly get classified as True Negatives. A false positive scenario occurs when the algorithm 

misidentifies negative cases as positive instances and false negative events develop when positive 

cases get mistakenly classified as negative instances. Model performance evaluation depends on 

these performance metrics [23]. 

Model performance across several categorization thresholds is also frequently assessed using 

Receiver Operating Characteristic (ROC) curves and the Area Under the Curve (AUC).  A higher 

AUC shows more discriminative capacity.  Data volume and resolution have also important effects.  

As dataset size increases, models generally improve due to more learning instances, but may also 

face overfitting or increased computation [24].  Higher data resolution improves feature richness, 

which results in more exact classifications.  All things considered, integrating these measures lets 

one fully grasp the strengths, shortcomings, and appropriateness of models for practical data mining 

uses [25]. 

 
Algorithm 

Input  Donor dataset D with features {Age, Blood Group, Medical History, Location} 

Step-1 Load and clean dataset D (handle nulls, noise, and outliers) 
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Step-2 Normalize relevant features (e.g., age, distance) 

Step-3 Partition D into subsets of increasing size (e.g., 1K to 6K records) 

Step-4 For each subset Di: 

 a. Apply Bayesian-D preprocessing 

 b. Train classification models: C4.5-C, AdaBoost-C, C4.5_Binarization-C 

 c. Evaluate models using F1-score, Accuracy, and select the best 

 d. Cluster eligible donors using improved K-means and K-medoids 

 e. Label clusters based on proximity, urgency, and eligibility 

Step-5 Train ANN with input {Age, Blood Group, Location} 

Step-6 Predict donor availability 

Step-7 Validate prediction using Mean Squared Error (MSE) 

Step-8 Compare performance across dataset sizes 

Step-9 Plot accuracy, cluster stability, and prediction trends 

Step-10 Summarize findings on how dataset size impacts model effectiveness 

Step-11 Return classification results, cluster assignments, and predictions 

Output Classified donor status, clustered donor groups, predicted availability 

 

6. Data Mining Techniques for Scalable Donor Management Systems 

 

Data mining techniques play a pivotal role in transforming raw donor data into actionable insights 

for healthcare logistics. These techniques enable the classification, clustering, and prediction of 

donor behavior based on features such as age, blood group, medical history, and geographic 

proximity. Among the most widely used techniques, classification helps identify suitable donors by 

assigning them to predefined categories—such as eligible or ineligible—using algorithms like C4.5, 

AdaBoost, and decision trees [26-27]. K-nearest neighbor also known as k-medoids, as well as 

improved k-means, cluster donors on the basis of proximity and urgency and improves the efficiency 

of matching donors and recipients. Moreover, one of the models, which is used to predict donor 

availability, is Artificial Neural Network (ANN); allowing prompt assistance in emergency situations 

[28-29]. Pre-processing algorithms such as Bayesian-D enhance data quality by sorting out noise and 

outliers which is essential when training a certain model. As dataset sizes increase, the performance 

of data mining algorithms typically improves in terms of stability and accuracy [30], below shown is 

Data mining technique in Fig. 5.2 
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Fig. 5.2 Data mining technique  

Tools such as KEEL (Knowledge Extraction based on Evolutionary Learning) support 

comprehensive evaluation of these techniques through visual workflows and statistical analysis. 

Overall, the integration of scalable data mining methods is critical for building intelligent, data-

driven donor management systems that optimize healthcare delivery and save lives in real-time 

critical situations [25]. 

 

7. Result analysis 

 

7.1 Dataset Description  

A brief description of the data types commonly used in this topic is provided below 

Ecoli Dataset: 

The Ecoli dataset is an example of bioinformatics and machine learning, used to classify protein 

localization sites in E. coli cells. It contains 336 samples, each with eight biochemical characteristics, 

such as scores from sequencing signal detection methods, discriminative amino acid content analysis 

and elements including mcg, alm. alm1, vh, vh2, gs, imL, and imL2. Class labels indicate different 

regions of the cell including cytoplasm, inner membrane, outer membrane, periplasmic, extracellular, 

fimbrial, and lipoproteins This data set is necessary to encode subcellular proteins prediction, 

contribute to the understanding of protein function, and assess the performance of distribution 

systems in the development of new drugs and therapies Available. 

Pima Dataset: 

The Pima Indians Diabetes Dataset, sourced from the National Institute of Diabetes, Digestive and 

Kidney Diseases and accessed through the UCI Machine Learning Repository contains medical 

records for 768 Pima Indian women It has 8 statistical characteristics: pregnancy rate, plasma 

glucose concentration , Diastolic blood pressure, triceps skinfold thickness, 2-hour serum insulin, 

body mass index (BMI), diabetes pedigree function, and age are two target variables, which predict 

the presence (1) or absence of diabetes there (0). Despite the obvious missing values, there are some 

null values that must be assumed missing and handled during pre-processing. This dataset is widely 

used for binary classification tasks, exploratory data analysis, model evaluation, educational 

purposes, which is a benchmark for machine learning algorithms and data pre-processing, feature 

engineering, model evaluation It is also a valuable resource for learning methods 

 

7.2 Experimental Setup (KEEL) 

We need to calculate the Global Classification Error, Standard Deviation Global Classification Error, 

and appropriately categorize donor samples. We have 5310 data sample attribute values in a file. The 

data file has 6 characteristics. 

Select data management from the KEEL tool interface. Choose the dataset sourcefile format. Valid 

formats include CVS, TXT, PRN, C4.5, Excel, DIF, Property List, and Weka. The import option 

converts TXT, Excel, XML, and other files to KEEL. 

The source file path must be supplied after the file format. Click save to generate keel file. KEEL 

experiments employ that csv-to-keel file. Then we will split the entire data file for cross validation 

classification into training and testing partitions. 
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Fig. 7.1 KEEL dataset visualization 

Fig.5.1 shows KEEL dataset visualization possibilities. This graphical information lets users view a 

dataset, attribute information, or compare two attributes using charts. In the main window of the 

visualization menu, pick the KEEL source dataset path to visualize. Depending on the option 

selected, the file loads with Dataset view, Attribute info, Charts 2D, or Edit data. The Experiments 

Design section lets users build experiments using a graphical interface. 

 

Fig. 7.2 KEEL Suite for Statistical Analysis 

Experimental and Statistical Analysis can be used to design experiments, start by opening the 

experimental module. After importing all essential datasets, experiment design can begin. Click the 

white graph panel to set the dataset node of the experiment. Make designs try various, data-C45-

VisClasCheck data- BayesianD-C45 VisClasCheck, data- AdaBoost.NC-C, data- BayesianD, data- 

C45_BinarizationC, and data- BayesianD. We must design the experiment using the following 

settings after configuring the datasets node. The "Tools" menu's "Run Experiment" option generates 
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an experiment once it is developed. Press the tools bar. Here, the software program will assess 

experiment completion numerous times. 

Choose a path for the experiment's zip file. The generating method creates a ZIP file with all 

experiment components. Generation of the experiment is successful. First, we must unzip the 

indicated ZIP file on the experiment system. We will get a directory called “experiment Name” 

(How we named our experiment). We must put him in the “experiment Name” folder and the 

“scripts” subfolder. Simply execute “java -jar RunKeel.jar” to perform the tests. The experiment is 

done. After an experiment runs, its result files are in the results subfolder. The experiment must be 

executed using RunKeel.jar from “experiment/scripts”. 

 

Fig. 7.3 KEEL Educational experiments. 

We must monitor the experiment in the second step. The experiment design procedure can proceed 

after importing all essential datasets in the Education module. To do so, we choose the experiment 

dataset node. Design experiments using diverse combinations: C45, BayesianD-C45, AdaBoost.NC-

C, C45_BinarizationC, and C45_BinarizationC. After setup, push to run the experiment. Selecting 

start starts the experiment. The partition area shows experiment progress and the tool window report 

shows results. Educational experiments indicate their duration. Each division success of training and 

test results is shown. Running time is provided for properly and erroneously categorized results, 

depending on dataset size. Time also relies on dataset size. It displays the experiment's confusion 

matrix. 

7.3 Result Discussion  
By combining the classification algorithm with the Bayesian-D pre-processing method of the KEEL 

tool, we evaluate the performance of this algorithm on data sets of varying sizes, especially when 

analysing data sets ranging from 1,000 to 6,000 records. This study enables us to examine how 

classification accuracy and efficiency change with a large dataset, and provides insight into the 

scalability and robustness of algorithms Bayesian-D pre-processing techniques help to increase data 

quality, and provide reliable results and it is constantly going on. This comprehensive approach helps 

to understand the strengths and limitations of classification algorithms in different data environments 

and show the test result in table 7.1. 

Table 7.1 Classification Error Rates for Different Dataset Record Sizes 

S.N. Algorithms No of datasets Records Average 
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As a 

consequence of the experimental findings, we have seen that the influence of the size of the data set 

is enhanced, and the error rates vary depending on the kind of algorithm under consideration. Due to 

the fact that the size of the data set expanded, the error rate progressively climbed and then gradually 

dropped, as shown in table 5.1. We made the observation that the error rate is reduced to a minimum 

when the size of the data set is huge. As a result of such findings, classification error rates for various 

dataset record sizes were determined. There is an observation made on the average error rate of 

several algorithms. 0.001592 is the average Global Classification Error for "C4.5-C," while 0.85527 

is the average for "AdaBoost.NC-C," and 0.040044is the average for "C45_Binarization-C."  The 

best result was achieved by the C4.5-C algorithm out of all the algorithms. An obvious analysis and 

influence of the size of the data set is detected, as shown in Fig. 7.4.  

 

Fig. 7.4 Classification error rate of different datasets 

This study analyzes the performance of classification algorithms on synthetic datasets and selected 

UCI Machine Learning standard datasets, namely Ecoli and Pima. The experiments employ a 

combination of classification methods with Bayesian-D preprocessing using the KEEL tool. 

Synthetic and benchmark datasets are compared to evaluate classification performance under varying 

conditions. Experimental results, presented in Fig. 5.5 and Table 5.2, report classification error rates 

for different dataset sizes. These rates are shown in the table. Based on the findings, we have 

determined that the performance analysis of the C4.5-C classification algorithm for the synthetic data 

set yields the most favourable outcomes. In comparison to other Standard datasets, the performance 

of the C4.5-C algorithm that we have used on our dataset is satisfactory. Within the C4.5-C method, 

the Global Classification Error is calculated to be 0. 

Table 7.2 Classification Error Rates for Different Dataset Record Sizes. 

S. 

N. 

  Number of Dataset Records 
Average 

Algorithms 1000 2000 3000 4000 >6000 

1 ‘C45-C’ 0 0 0 0 0 0 

2 ‘AdaBoost.NC-C’ 0.5 0.91 0.94 0.96 0.967 0.855 

3 ‘C45_Binarization-C’ 0.18 0 0 0 0 0.0368 

1000 2000 3000 4000 >6000 

1 ‘C45-C’ 0.0032 0.0035 0.0 0.0007 0.0006 0.001592 

2 ‘AdaBoost.NC-C’ 0.5001 0.9125 0.941 0.9559 0.9669 0.85527 

3 
‘C45_Binarization-

C’ 
0.1872 0.003 0.004 0.0032 0.0028 0.040044 
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Fig. 7.5 Classification error rate of different datasets 

We found that with larger dataset size, the error rate decreased, allowing a more detailed.  

Table 7.3 Result comparison of test and train data 

Table Algorithms 
No. of datasets Records 

Average 
1000 2000 3000 4000 >6000 

T
ab

le
-5

.1
 ‘C45-C’ 0.003 0.004 0.0 7E-04 0.0006 0.001592 

‘AdaBoost.NC-C’ 0.5 0.913 0.94 0.956 0.9669 0.85527 

‘C45_Binarization-C’ 0.187 0.003 0.0 0.003 0.0028 0.04004 

T
ab

le
-5

.2
 ‘C45-C’ 0.0 0.0 0.0 0.0 0.0 0.0 

‘AdaBoost.NC-C’ 0.5 0.91 0.94 0.96 0.967 0.855 

‘C45_Binarization-C’ 0.18 0.0 0.0 0.0 0.0 0.0368 

analysis of the classification error rates of dataset records. The average global classification error of 

"C45-C" is 0.001592, 0.85527 for "AdaBoost.NC-C", and 0.040044 for "C45_Binarization-C".  

 

Fig. 7.6 Result comparison of test and train data 

The C45-C algorithm obtained good results, indicating that its performance on synthetic data sets is 

the best among the tested algorithms The satisfactory performance of the C45-C algorithm on our 

data set, compared to standard data for other sets, it means difficulty. Importantly, the global 

classification error of the C45-C method is considered as 0, highlighting its effectiveness in reducing 

classification errors. 
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8. Conclusion and Future work 

Data mining extracts valuable knowledge from large databases and presents it in an accessible 

format. A key task within this field involves classification techniques, which categorize data based 

on defined attributes and classes. This study reviews and compares classification algorithms such as 

C4.5, C4.5_Binarization, AdaBoost, and a Bayesian-D preprocessor combination. These methods are 

applied to donor datasets to evaluate accuracy and error rates under varying dataset sizes. Results 

indicate that C4.5 achieves the highest accuracy, while C4.5_Binarization performs moderately. 

Future work will focus on integrating real-time data streams into donor management systems to 

support rapid, dynamic decision-making during emergencies. Deploying the proposed framework on 

cloud and edge platforms can further improve scalability and accessibility. Upcoming studies will 

also investigate deep learning models to enhance prediction accuracy and develop adaptive learning 

approaches for evolving donor data. 
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