
 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume: 54, Issue 1, January:2025 
 

UGC CARE Group-1                                                                                                             33 

DETECTION OF FABRIC DEFECTS USING DEEP LEARNING-BASED PATTERN 

RECOGNITION MODELS 

 

A. Raghuvardhan Babu, Research Scholar, Department of Electronics and Communication 

Engineering, Osmania University, Hyderabad, Telangana, India- 500007:: 

raghuvardhangdl@gmail.com 

Dr.P. Narahari Sastry, Professor, Department of Electronics and Communication Engineering, 

Chaitanya Bharathi Institute of Technology, Hyderabad, Telangana, India-500075. 

ananditahari@yahoo.com 

 

Abstract 

In the textile business, identifying fabric flaws is a crucial part of quality control. Manual 

inspection and simple image processing are examples of traditional procedures that can suffer from 

subjectivity, high labour costs, and inefficiency. By automating and improving flaw identification 

procedures, recent developments in deep learningin particular, Convolutional Neural Networks, or 

CNNsoffer encouraging answers to these problems. With an emphasis on the use of CNNs and 

hybrid models that combine CNNs with other methods like Generative Adversarial Networks 

(GANs) and Autoencoders, this study examines the state-of-the-art in deep learning-based pattern 

recognition models for fabric defect identification. To increase detection accuracy and model 

resilience, we go over the different deep learning architectures, data pretreatment strategies, and 

augmentation tactics used. We also examine the difficulties in detecting fabric flaws, such as 

imbalanced data, overfitting, and real-time application in industrial settings. Lastly, by providing 

automated, effective, and scalable solutions, we demonstrate how deep learning models have the 

potential to completely transform quality control in the textile sector. Additionally, future research 

topics are highlighted, with a focus on improving model designs and tackling the real-world 

deployment issues in industrial environments. 
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1. INTRODUCTION 

Finding fabric flaws is essential to 

guaranteeing the dependability and quality of 

textile goods. The term "fabric defects" in the 

textile business refers to flaws that can reduce 

a fabric's aesthetic and practical value, such as 

holes, mis woven fabric, stains, uneven 

textures, and inconsistent colour. Any step of 

the production process, including weaving, 

knitting, dying, and finishing, might result in 

these flaws. The identification of such flaws is 

essential since it aids producers in upholding 

strict quality standards, cutting down on 

waste, and preventing the delivery of faulty 

goods to customers, which may result in 

returns and unhappy customers [1]. 

Historically, machine vision technologies or 

manual inspection have been used to detect 

fabric defects. Manual inspection uses human 

operators to visually examine every piece of 

fabric, which may be laborious and error-

prone, particularly when handling big 

quantities of cloth. Additionally, this approach 

is prone to weariness, which produces erratic 

outcomes. To automate the procedure, 

machine vision systems have been developed, 

which employ fundamental image processing 

methods including thresholding and edge 

detection. These methods are less useful in 

actual production settings, though, as they 

frequently have trouble identifying minute or 

irregular flaws and may not be able to handle 

intricate fabric patterns [2]. The incapacity of 

conventional techniques to reliably identify 

minute flaws and the high labour costs 

associated with human inspection remain 

major obstacles, even with the progress made 

in machine vision. Furthermore, the vast range 
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of fabric types and flaws present in large-scale 

textile production are frequently not 

accommodated by these techniques. In order 

to satisfy the needs of contemporary textile 

production, there has been an increasing need 

for more precise, scalable, and efficient 

solutions. The textile industry is rapidly using 

automation and artificial intelligence (AI) to 

address these issues. Convolutional Neural 

Networks (CNNs), a type of deep learning 

technology, present potential solutions for the 

identification of fabric defects. By learning 

intricate patterns from big datasets, these AI-

based algorithms can increase the precision 

and speed of fault diagnosis. AI systems are 

the perfect answer for high-volume production 

settings since they automate the process, 

reducing human error, operating expenses, and 

enabling speedier detection. An important 

development in the textile sector is the use of 

AI and deep learning into fabric defect 

identification, which provides more 

dependable and expandable techniques for 

quality assurance [3] . 

For fabric quality control to be more accurate 

and consistent, the detection process in fabric 

manufacturing must be automated. 

Conventional manual inspection may detect 

flaws or identify them incorrectly due to 

human error, weariness, and inconsistent 

performance. On the other hand, deep 

learning-powered automated systems have far 

better detecting skills. With far more accuracy, 

these technologies can identify even minute 

and intricate flaws like mis woven fabrics, 

inconsistent colour, and tiny holes. This 

guarantees that flaws in the fabric are found 

early in the production process, enabling 

remedial measures to be taken before the 

fabric moves on to the next stage of the 

manufacturing process. Automation not only 

increases accuracy but also greatly increases 

production efficiency. In contrast to human 

inspectors who may become weary or slow 

down over time, automated detection systems 

work constantly without the need for breaks. 

This speed boost results in quicker detection 

times, which minimize downtime and allow 

the manufacturing process to function 

properly. Because of this, producers are able to 

process more fabric in less time, which 

eventually shortens time to market and boosts 

throughput. Another significant advantage of 

automated fault identification is cost 

reduction. Businesses can save operating 

expenses related to personnel and labour-

intensive inspection duties by reducing the 

requirement for physical labour in quality 

control. Additionally, by identifying flaws 

early in the manufacturing cycle and stopping 

faulty fabric from moving on to subsequent 

stages of production, automated methods can 

aid in waste reduction[4]. The entire 

production process becomes more cost-

effective as a consequence of reduced waste 

and material prices. Scalability and 

consistency are additional benefits of 

automation for fabric quality monitoring. 

Automated systems may readily be expanded 

to manage larger fabric volumes as production 

demands rise without sacrificing fault 

detection speed or accuracy. In large-scale 

textile manufacturing settings, where human 

inspection could find it difficult to maintain 

uniformity over several shifts or teams, this is 

very helpful. Automation makes flaw 

identification consistent, guaranteeing that 

every piece of fabric is subjected to the same 

thorough examination regardless of the time or 

team handling it. Furthermore, real-time 

monitoring and feedback are made possible 

via automatic defect identification. 

Manufacturers may take quick remedial action 

by incorporating these devices into the 

manufacturing process, which will provide 

them with instant notifications regarding any 

fabric flaws found. By ensuring that quality 

standards are upheld throughout the 

production process, this real-time monitoring 

improves control over the final product's 

quality and lowers the possibility that faulty 

fabric would be delivered to customers. 

Automating the detection of fabric defects 

ultimately results in higher customer 

satisfaction. Businesses may cut down on 

complaints and returns by lowering the 

quantity of faulty items that make it to market. 

Long-term client loyalty and a competitive 

edge in the textile sector are facilitated by 

consistently high-quality materials, which also 
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serve to establish brand recognition and 

consumer confidence. 

A kind of machine learning called "deep 

learning" uses multi-layered neural networks 

to analyse big, complicated datasets [5]. Deep 

learning models are capable of automatically 

recognizing patterns and representations in 

data, in contrast to conventional machine 

learning methods that need the human 

extraction of features. Because of this feature, 

deep learning is very effective at jobs like 

image and video processing that require a lot 

of unstructured data. Deep learning models are 

well-suited to handle the complex and varied 

patterns that define textile materials, which 

can be challenging to detect using 

conventional approaches, in the context of 

fabric defect identification. A crucial 

component of fabric defect identification is 

pattern recognition, which entails locating 

certain irregularities or flaws in fabric photos. 

The intricacy and range of flaws that might 

exist in fabric, such as minute holes, uneven 

stains, or subtle mis weaves, are frequently too 

much for conventional approaches like 

physical inspection or simple image 

processing techniques to handle. The look of 

these flaws might differ significantly 

according on the kind of cloth, its texture, and 

even the lighting. Convolutional Neural 

Networks (CNNs), in particular, are deep 

learning-based models that excel in this field 

by automatically extracting pertinent 

properties from unprocessed fabric photos. 

CNNs significantly increase detection 

accuracy and reliability by detecting complex 

patterns including edges, tiny flaws, and 

texture changes. Accuracy is one of the main 

benefits of deep learning over conventional 

techniques. Traditional methods may overlook 

fine-grained flaws that deep learning models 

can identify [6]. For example, even when 

stains or mis weaving are not immediately 

apparent, CNNs may learn to differentiate 

between typical fabric texture and 

abnormalities. Deep learning models also 

provide automation for the process of 

detecting defects. After being taught, these 

models can analyse large amounts of fabric 

photos with little assistance from humans, 

which speeds up and improves consistency. 

The possibility of human mistake, which is 

frequent in manual inspection procedures, is 

also decreased by this automation. 

Additionally, deep learning models are very 

scalable, which makes them perfect for 

producing textiles on a wide scale. The system 

can handle a wide range of materials and fault 

variations since they may be trained on vast 

datasets that comprise different types of fabric 

and imperfections [7]. Because of its 

scalability, deep learning-based solutions may 

be used on production lines with large 

volumes without sacrificing the accuracy of 

fault identification. Additionally, when new 

data becomes available, these models may be 

modified and improved over time, enabling 

them to accommodate new fabric kinds or 

evolving fault patterns. Deep learning-based 

pattern recognition models are being 

incorporated into textile production processes 

more and more in practical applications. Real-

time input on fabric quality is already being 

provided by automated systems driven by 

these models, allowing producers to identify 

flaws early in the production cycle. Early 

identification makes it possible to take prompt 

remedial action, which lowers the quantity of 

faulty items that are sold to consumers and 

guarantees that quality criteria are 

continuously fulfilled. Deep learning's use into 

fabric defect identification is poised to 

transform quality control in the textile sector 

as technology advances. 

 

2. LITERATURE REVIEW 

Traditional Fabric Defect Detection 

Techniques 

In order to find flaws in textiles, traditional 

fabric defect detection technologies have 

traditionally depended on human operators 

and simple image processing algorithms. One 

of the most popular methods is visual 

inspection, in which knowledgeable personnel 

hand check the fabric for flaws including 

stains, holes, uneven textures, and mis woven 

areas. Despite its widespread use, this 

approach has a number of drawbacks. Visual 

inspection may be laborious and prone to 

human mistake, particularly when examining 
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large quantities of fabric. Its efficacy is largely 

dependent on the inspector's expertise and 

level of attention to detail. Furthermore, 

human inspectors could become tired or miss 

little flaws, which might provide inconsistent 

results and increase the possibility that flaws 

would go unnoticed. Machine vision systems, 

which use fundamental image processing 

methods, have been created to overcome some 

of these constraints. These devices employ 

cameras to take pictures of the fabric, which 

are then processed by algorithms to find flaws. 

Typical methods in this area include pattern 

recognition, edge detection, and thresholding, 

which may detect visible flaws like holes or 

texture inconsistencies in the fabric. These 

devices can run constantly without human 

assistance and are quicker than manual 

examination. However, more intricate or 

subtle flaws, including tiny stains, mis woven 

areas, or flaws that are difficult to discern 

from the texture of the fabric, are frequently 

difficult for simple image processing 

techniques to identify. Another difficulty for 

these old methods is their adaptability to 

various fabric kinds and lighting conditions 

[8-10]. Notwithstanding these difficulties, 

conventional techniques can still be used in 

some textile manufacturing contexts, 

particularly for short production runs or where 

adopting more sophisticated technology would 

be prohibitively expensive. However, the 

limits of eye inspection and simple image 

processing are driving the demand for more 

advanced, automated solutions as fabric defect 

identification becomes more and more 

significant in large-scale textile production. 

Although these conventional methods may be 

used as a foundation for defect identification, 

more sophisticated technologieslike deep 

learning-based modelsare progressively 

replacing or enhancing them because they 

provide more accuracy, consistency, and 

scalability in identifying fabric flaws [11]. 

Deep Learning in Fabric Defect Detection 

The use of deep learning in fabric defect 

detection is a logical progression of its success 

in other fields including image recognition, 

medical imaging, and autonomous cars. Deep 

learning has transformed defect detection tasks 

in a number of sectors. Fundamentally, deep 

learning uses neural networks—specifically, 

convolutional neural networks (CNNs) and 

deep neural networks (DNNs)—to analyse 

large volumes of data and discover intricate 

patterns without the need for human feature 

extraction. Deep learning is especially well-

suited for fabric defect identification because 

of its capacity to automatically extract 

important characteristics from unprocessed 

data. Defects in fabric might be subtle, 

asymmetrical, or challenging to differentiate 

from typical patterns. Deep learning has been 

used more and more by the textile industry to 

improve the scalability, accuracy, and 

efficiency of fabric fault identification. Large 

datasets of fabric photographs are used to train 

deep learning models, which then acquire the 

ability to accurately identify a variety of flaws, 

including holes, mis woven areas, stains, and 

colour irregularities [12-13]. Deep learning 

models are flexible enough to work in a 

variety of manufacturing settings because, in 

contrast to conventional techniques, they can 

manage the complexity and unpredictability of 

fabric kinds, textures, and lighting situations. 

Even the smallest flaws that human inspectors 

or simple image processing algorithms could 

miss can be found by these models. Deep 

learning's effectiveness in detecting fabric 

flaws extends beyond textiles. Deep learning 

has been widely used for quality control 

activities including defect identification, fault 

diagnosis, and product inspection in sectors 

like electronics, automotive, and 

manufacturing. For instance, deep learning is 

used in the electronics manufacturing business 

to examine circuit boards and find component 

failures, and in the automobile industry to 

discover flaws in vehicle parts and 

components. These applications have shown 

how deep learning can greatly increase fault 

detection speed, accuracy, and consistency, 

giving manufacturers real-time feedback and 

facilitating quicker decision-making. Deep 

learning's capacity to process and analyse vast 

volumes of visual data has revolutionized the 

field of fabric flaw identification. Because 

CNNs can automatically extract hierarchical 

characteristics like edges, textures, and forms 
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from raw pictures, they are particularly good 

at image-based applications. Even when flaws 

are hard to spot visually, these models may 

learn to discriminate between normal and 

faulty materials with high accuracy by being 

trained on enormous datasets of fabric photos. 

Because deep learning-based systems provide 

automated, high-throughput flaw identification 

that is more accurate and efficient than 

conventional techniques, they have 

consequently emerged as a crucial tool in 

contemporary textile manufacturing. The 

capabilities of quality control systems in the 

textile sector are expected to be substantially 

improved by the ongoing research and use of 

deep learning in fabric fault identification. 

Deep learning models are anticipated to grow 

increasingly more complex as processing 

power and availability to huge, diverse 

datasets increase, enabling them to more 

accurately detect a larger range of problems. 

Deep learning is therefore expected to be 

crucial to the future of textile production, 

enhancing quality assurance and raising total 

production process efficiency. 

Convolutional Neural Networks (CNNs) 

The primary purpose of Convolutional Neural 

Networks (CNNs), a specific kind of deep 

learning model, is to analyse visual input, 

particularly pictures. These networks are 

especially well-suited for picture 

categorization and object recognition tasks 

because of their structure, which allows them 

to automatically learn spatial hierarchies of 

features like edges, textures, and more 

intricate patterns. In terms of fabric defect 

identification, CNNs can evaluate unprocessed 

fabric photos and spot flaws by identifying 

particular patterns in the cloth. In order to 

interpret and evaluate pictures, a CNN's 

architecture usually comprises of many 

important layers. The convolutional layers 

search for certain characteristics, such as 

edges or textures, and apply filters or kernels 

to the input picture. The model can detect 

local patterns at various spatial scales with the 

use of these filters. The network can 

concentrate on the most important 

characteristics while lowering the 

computational burden thanks to the pooling 

layers, which come after the convolutional 

layers and help to shrink the image's spatial 

dimensions. The model may then produce 

predictions or classifications based on the 

patterns it has learnt thanks to the fully 

connected layers, which combine the 

characteristics that the convolutional and 

pooling layers have extracted. The capacity of 

CNNs to automatically extract pertinent 

features from raw fabric photos without the 

need for feature engineering or human 

involvement is one of the main benefits of 

employing them for fabric problem 

identification. Because of this feature, CNNs 

are more effective and efficient than 

conventional techniques, which sometimes 

call for a lot of manual input. Additionally, 

CNNs offer higher accuracy since they can 

identify minute flaws that human inspectors or 

simple image processing algorithms would 

overlook, including tiny holes, stains, or mis 

weaving. CNNs are also very scalable, which 

makes them appropriate for settings involving 

large-scale textile production where a lot of 

fabric has to be examined fast and reliably. 

CNNs have been effectively used in the 

identification of fabric defects, allowing 

automated systems to examine fabric at 

different production phases. Textile 

manufacturers may discover defects in real 

time by incorporating CNNs into their 

production processes. This enables them to 

take prompt remedial action and guarantee that 

only superior fabric is delivered to customers. 

By assisting in the detection of flaws like 

holes, mis weaves, and stains, these 

technologies improve product quality and cut 

down on waste. Notwithstanding its benefits, 

using CNNs for fabric flaw identification 

presents several difficulties. For starters, 

CNNs need big, labelled datasets to train on, 

which may be hard to come by, particularly in 

sectors where fabric flaws are common. 

Furthermore, CNNs require a large amount of 

processing power for both deployment and 

training. However, the use of CNNs in fabric 

defect detection is anticipated to become 

increasingly effective as processing power 

continues to increase and methods like data 

augmentation grow more complex. This will 
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enable CNNs to identify a wider spectrum of 

flaws with greater speed and accuracy. 

 
Fig : Convolutional Neural Networks (CNNs) 

Advanced Models and Hybrid Techniques 

Combining several deep learning models to 

take advantage of their complementing 

capabilities for fabric defect identification has 

gained popularity in recent years. In tackling 

the challenges of fabric defect identification, 

hybrid modelssuch as fusing Convolutional 

Neural Networks (CNNs) with Generative 

Adversarial Networks (GANs) or 

Autoencodershave demonstrated encouraging 

outcomes. These cutting-edge methods seek to 

improve flaw detection systems' precision, 

resilience, and generalizability. CNNs and 

GANs (Generative Adversarial Networks) are 

two of the most well-known hybrid models. 

GANs are made up of two networks: a 

discriminator that assesses the veracity of the 

generated data and a generator that produces 

synthetic data. By producing lifelike synthetic 

representations of fabric flaws, GANs may be 

utilized in conjunction with CNNs to enhance 

training datasets. This is especially helpful 

when there are insufficient or unbalanced real-

world fault databases. The discriminator 

makes sure that the produced pictures are 

realistic enough to train the CNN, while the 

generator produces variants of fabric faults. In 

addition to increasing the dataset's breadth and 

variety, this hybrid technique aids the model in 

learning stronger feature representations, 

which increases the accuracy of defect 

detectioneven when rare or uncommon defect 

types are present. CNNs with Autoencoders, a 

kind of unsupervised learning model intended 

for anomaly identification, are another 

intriguing hybrid strategy. In order to recover 

the original data, autoencoders first encode 

input data into a lower-dimensional 

representation and then decode it back. 

Autoencoders are capable of learning the 

typical patterns of fabric and then detecting 

any deviations or abnormalities, including 

flaws, in fabric defect detection. By utilizing 

the reconstructed normal fabric pictures as a 

reference, autoencoders can assist CNNs in 

concentrating on learning the salient 

characteristics of faulty fabric images. By 

enhancing the model's capacity to differentiate 

between normal and faulty textiles, this hybrid 

model improves defect identification, 

particularly when handling minor or subtle 

flaws that might not be readily apparent. 

Compared to standalone CNNs, these hybrid 

models provide a number of benefits. They 

can increase the detection system's resilience 

and capacity for generalization by adding 

more learning methods, such as GANs and 

autoencoders. For example, by producing 

artificial instances, GANs can alleviate the 

problem of sparse or unbalanced datasets, 

while autoencoders can aid in improving the 

identification of minute irregularities in textile 

designs. For fabric flaw identification in actual 

production settings, hybrid models can 

therefore offer more precise, dependable, and 

scalable solutions. Additionally, the 

combination of these cutting-edge models is 

quite flexible. The hybrid system may be 

updated and retrained continually as new data 

becomes available, allowing it to manage 

variances in flaws, new types of fabrics, and 

even environmental factors that may impact 

how defects show. In the textile industry, 

where there is a wide range of textiles and 

flaws and systems must continue to function 

well during many production runs, this 

flexibility is essential. All things considered, 

hybrid models and cutting-edge methods 

provide a potent way to improve fabric defect 

detection systems, making them more 

effective, precise, and flexible enough to meet 

changing production demands. 

Challenges in Fabric Defect Detection 

Although deep learning approaches have 

significantly improved fabric defect 

identification, there are still a number of issues 

that might affect these systems' efficacy and 

efficiency. These obstacles include problems 
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like overfitting, data imbalance, and real-time 

implementation. Data imbalance is one of the 

biggest obstacles to fabric flaw identification. 

Defective fabric samples are rather uncommon 

in many real-world textile production settings 

as compared to perfect fabric samples. As a 

result, the dataset becomes unbalanced, 

exposing the model to much more instances of 

non-faulty fabric than defective fabric. This 

might lead to a high proportion of false 

negatives, where flaws go unnoticed, and bias 

the deep learning model to anticipate "normal" 

fabric. Techniques like resampling, which 

artificially increases the number of faulty 

samples, and data augmentation, which creates 

new defect samples to balance the dataset, are 

frequently employed to solve this issue. But 

even with these methods, it can still be 

challenging to strike the ideal balance and 

make sure the model performs well when 

applied to new data. Overfitting, which 

happens when a model learns the training data 

too well, including its noise and irrelevant 

information, is another significant issue that 

causes it to perform badly on fresh, unknown 

data. Because the model may mistakenly 

interpret minor, subtle flaws as noise or 

irrelevant information, overfitting is especially 

troublesome when it comes to fabric defect 

identification. When a model is trained on a 

little dataset or is very complicated, overfitting 

frequently happens. Overfitting can be 

lessened by employing strategies like 

regularization, early halting, and the use of 

simpler models. The model's capacity to 

generalize and identify flaws more precisely 

may also be enhanced by diversifying the 

training data, for example, by utilizing several 

kinds of fabric and flaws. Lastly, a major 

obstacle to the deployment of deep learning-

based defect detection systems in production 

settings is the difficulty of real-time 

implementation. During the production 

process, it is frequently necessary to discover 

fabric defects on the spot, which calls for 

models that can scan pictures fast and give 

real-time feedback. High computing efficiency 

is required for this, which can be challenging 

to accomplish without sacrificing model 

accuracy. Particularly when analysing high-

resolution photos, deep learning models can 

sometimes be computationally costly, 

requiring sophisticated hardware and lengthy 

processing periods. Techniques like model 

quantization, pruning, and the use of 

specialized hardware, such as Graphics 

Processing Units (GPUs) or Edge AI devices, 

are used to address this difficulty by lowering 

the computing load and enabling real-time 

processing. When taken as a whole, these 

difficulties—overfitting, data imbalance, and 

real-time implementationemphasize how 

difficult fabric defect detection is. Even 

though deep learning models have 

demonstrated a lot of promise in tackling these 

issues, further investigation and improvement 

are required to create more reliable, effective, 

and scalable systems that can manage the 

dynamic and varied nature of textile 

production settings. 

 

3. DEEP LEARNING MODELS FOR 

FABRIC DEFECT DETECTION 

Overview of Deep Learning Models 

In the discipline of pattern recognition, deep 

learning models are now essential for tasks 

like object detection, picture categorization, 

and flaw detection in sectors like textiles. 

These artificial neural network-based models 

have drawn a lot of interest because of their 

capacity to automatically extract 

characteristics and provide predictions from 

big datasets. Generative Adversarial Networks 

(GANs), Autoencoders, and Convolutional 

Neural Networks (CNNs) are some of the 

most popular deep learning architectures for 

pattern identification. Every one of these 

models has special advantages and uses for 

resolving challenging recognition problems. 

Perhaps the most well-known and popular 

deep learning models for pattern recognition, 

particularly for tasks involving images, are 

convolutional neural networks, or CNNs. 

CNNs are made especially to handle grid-like 

data, like pictures, where pixel-to-pixel spatial 

correlations are important. CNNs usually have 

layers such as convolutional, pooling, and 

fully connected layers in their design. 

Learning local patterns like edges, corners, 

and texturesall of which are essential for 
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identifying objects or flaws in photosis the 

responsibility of the convolutional layers. 

CNNs are quite beneficial for this application 

since they have been successfully used to 

detect fabric defects by automatically learning 

the visual patterns connected to various fabric 

problems. Data compression, feature 

extraction, and anomaly detection are the main 

applications for autoencoders, which are 

unsupervised deep learning models. A decoder 

that reconstructs the input data and an encoder 

that condenses the input into a compressed 

latent space representation make up an 

autoencoder. Autoencoders are very helpful in 

fabric defect identification because they can 

learn the fabric's regular patterns and spot 

variations from the norm, which are signs of 

flaws. Autoencoders' primary benefit in defect 

identification is their capacity to identify even 

minute irregularities that conventional 

techniques could miss. Two networksa 

discriminator and a generator—are used in 

Generative Adversarial Networks (GANs), a 

kind of deep learning model. The 

discriminator determines if the data is 

authentic or fraudulent, whereas the generator 

produces artificial data (such as pictures). The 

main use of GANs is data augmentation, in 

which the generator creates more artificial 

fault pictures that may be used to train CNNs 

and other deep learning models to perform 

better. Because they assist enlarge the training 

dataset and enhance the model's capacity to 

identify unusual or uncommon faults, GANs 

are particularly helpful in scenarios when there 

is a shortage of labelled data. When combined, 

these deep learning modelsCNNs, 

Autoencoders, and GANsare essential for 

contemporary pattern recognition applications, 

especially the identification of fabric flaws. 

Whether it's identifying abnormalities, 

producing realistic synthetic data for improved 

training, or learning hierarchical features from 

raw data, each of these designs offers a 

distinct set of capabilities. The efficacy of 

automated flaw detection systems in practical 

applications is greatly increased by the 

combination of these models and their 

capacity to cooperate. 

 
Fig: AI and its divisions 

Model Architecture for Fabric Defect 

Detection 

Deep learning models for fabric defect 

identification are designed to process and 

analyse textile photos in an effective manner. 

The capacity of these models, especially 

Convolutional Neural Networks (CNNs), to 

automatically learn the spatial hierarchies of 

features like textures, edges, and patterns 

makes them ideal for detecting flaws in fabric. 

High accuracy and resilience in identifying a 

broad range of flaws are ensured by the model 

architecture's adaptability to the particular 

needs of fabric defect identification. Many 

techniques for detecting fabric defects are 

based on Convolutional Neural Networks 

(CNNs). Fabric photos are used as the input 

for these models, and they are processed 

through a number of layers intended to extract 

hierarchical information. The input picture is 

subjected to different filters by the first layers, 

which are referred to as convolutional layers. 

Basic characteristics like edges, corners, and 

textures are picked up by these filters and are 

essential for differentiating between regions of 

cloth that are normal and those that are faulty. 

CNNs are able to identify local patterns that 

are essential for identifying fabric defects by 

dragging these filters across the picture. 

Following the convolutional layers, the model 

usually has pooling layers, which minimize 

the image's spatial dimensions while 

preserving its most crucial characteristics. 

When working with huge datasets of fabric 

photos, pooling helps to minimize 

computational complexity and keeps the 

model from being unduly sensitive to little 

image differences. For instance, max pooling 

highlights the best features identified by the 

convolutional layers by choosing the highest 

value from a subset of the picture. The final 
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predictions are made using fully connected 

layers after the pooling layers, which are based 

on the characteristics that the convolutional 

and pooling layers have retrieved. Using the 

learnt features, these layers identify the picture 

as either "defective" or "non-defective," or 

further characterize the defect kind (e.g., hole, 

mis weave, stain). Dropout layers, which 

randomly switch off certain neurons during 

training to avoid overfitting and guarantee the 

model generalizes well to new data, are 

frequently incorporated into CNNs to enhance 

performance. Autoencoders are used with 

CNNs in certain sophisticated fabric defect 

detection systems to improve the model's 

capacity to identify abnormalities. 

Unsupervised models known as autoencoders 

are trained to recreate typical fabric patterns; 

any departure from this normalcy may be 

identified as a flaw. By concentrating on the 

reconstruction of the fabric's intrinsic 

properties, autoencoders, when paired with 

CNNs, enhance the identification of subtle and 

uncommon flaws. While the decoder 

reconstructs the fabric picture, the encoder 

portion of the autoencoder records the typical 

patterns. Any mistake in the reconstruction, 

such a stain, hole, or misalignment, might be a 

sign of a flaw. Another sophisticated model 

that is frequently employed in fabric defect 

detection tasks, especially for data 

augmentation, is Generative Adversarial 

Networks (GANs). A discriminator and a 

generator network make up a GAN. The 

discriminator assesses the authenticity of the 

synthetic defect pictures produced by the 

generator. This is especially helpful when 

there is a lack of labelled defect data. By 

producing more defect samples, GANs 

contribute to dataset balance and enhance 

CNN performance by exposing it to a wider 

range of defect variations, which improves 

generalization. CNNs are frequently combined 

with other models, like as autoencoders or 

GANs, in hybrid designs used in fabric defect 

detection model architectures. These hybrid 

models assist in tackling issues including real-

time implementation, subtle flaw 

identification, and data imbalance. By 

enriching the training data, CNNs and GANs, 

for instance, can create a more resilient 

system. CNNs and autoencoders, on the other 

hand, can improve the identification of 

complex or uncommon flaws by learning to 

rebuild typical fabric patterns. All things 

considered, the architecture for fabric defect 

detection must be tailored to the particular 

fabric type, the types of flaws being found, 

and the available processing power. Deep 

learning models are perfect for automating 

defect detection in textile manufacturing 

environments because they can achieve high 

accuracy, resilience, and efficiency by utilizing 

the capabilities of CNNs, autoencoders, and 

GANs. 

Data Augmentation and Preprocessing 

Techniques 

Data augmentation and preprocessing methods 

are essential for enhancing deep learning 

models' performance in fabric fault 

identification. Augmenting and preparing the 

dataset can improve model training, boost 

generalization, and solve problems like data 

imbalance and overfitting because defect data 

in fabric photos is frequently scarce. These 

methods aim to increase the training data's 

quality and diversity so that the model may 

learn more reliable and accurate depictions of 

fabric flaws. 

Image Normalization 

One preprocessing procedure that aids in 

standardizing the pixel values of images 

throughout the dataset is image normalization. 

Pixel values in photographs usually fall 

between 0 and 255. By rescaling these values 

to a more manageable rangetypically [0, 1] or 

[-1, 1]normalization facilitates the deep 

learning model's processing and learning of 

the input. This is crucial because it keeps 

significant pixel value changes from affecting 

the model during training, which might result 

in poorer model performance or later 

convergence. Regardless of the data's original 

scale, normalization guarantees that the model 

gives each feature equal weight. 

Resizing 

Depending on the camera settings and the kind 

of fabric, photos used for real-world fabric 

defect identification may have varying sizes 

and resolutions. One essential preprocessing 
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step to guarantee consistency in the incoming 

data is to resize all photos to the same size. 

For effective training and quicker 

convergence, the model can handle the 

pictures more easily when the input size is 

standardized. Scaling pictures to a specific 

sizefor example, 224x224 pixels for CNN-

based modelsis the most used scaling 

technique. Better performance and more 

steady learning are made possible by ensuring 

that the network can accept inputs of the same 

dimensions. 

Image Augmentation 

By producing altered reproductions of the 

original photos, the process known as image 

augmentation artificially increases the size of 

the training dataset. This enhances the model's 

capacity to generalize to new data and helps 

avoid overfitting, which is especially helpful 

when working with tiny or unbalanced 

datasets. Typical methods for picture 

enhancement include: 

• Rotation: The model may be made 

more invariant to the orientation of 

fabric faults by rotating fabric pictures 

at tiny, random angles. This is essential 

in real-world situations because fabric 

flaws might manifest in any direction. 

• Flipping: The model can identify flaws 

from various angles by simulating 

changes in fabric patterns and fault 

locations through the use of horizontal 

and vertical picture flipping. 

• Translation: Defect location varies 

when pictures are translated by moving 

them along the x or y axis. This 

method aids the model in concentrating 

on identifying flaws regardless of 

where they are located in the picture. 

• Zooming: The model's capacity to 

identify both little and major flaws 

may be enhanced by zooming in or out 

on the cloth picture to emphasize flaws 

at different scales. 

• Shearing: By applying shearing 

changes to photos, the model is able to 

learn more intricate patterns by 

simulating fabric stretching or 

distortion. 

• Colour Jittering: The model may be 

made more resilient to changes in 

lighting or in the colour schemes of the 

fabric by adjusting the brightness, 

contrast, or saturation of the fabric 

pictures. 

A model's capacity to generalize and identify 

flaws in real-world, unseen data may be 

enhanced by exposing it to a broad range of 

fabric problems through the use of various 

augmentation strategies. 

Cropping 

Selecting a particular region of focus (ROI) in 

a picture is known as cropping, and it is 

especially helpful when fabric flaws are 

concentrated in particular regions. This 

method lowers the computational effort and 

highlights pertinent characteristics by allowing 

the model to concentrate on the faulty regions 

rather than the full fabric picture. By cropping 

various areas of the fabric and utilizing them 

as distinct training samples, it may also be 

used as an augmentation strategy. 

Noise Injection 

Another augmentation method that might 

increase the model's resilience is to introduce 

noise into the pictures. The model's capacity to 

discriminate between true flaws and noise is 

enhanced by mimicking real-world noise, such 

as sensor noise or environmental disruptions. 

When training, pictures can be subjected to 

techniques like Gaussian noise injection, 

which reduces the model's sensitivity to 

changes in resolution or quality. 

Contrast Adjustment 

Because of variations in texture, colour, or 

lighting, fabric flaws frequently show up in 

different contrasts. Changing an image's 

contrast improves the model's capacity to 

identify flaws in a variety of environmental 

settings by simulating real-world illumination 

fluctuations. The model may be made more 

resilient to changing lighting conditions and 

fault visibility by altering the contrast of the 

fabric pictures during training. 

Edge Enhancement 

Edge enhancement methods can be used to 

improve the identification of edges and 

boundaries within fabric photographs for 

certain sorts of defects, such as mis woven or 
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torn fabrics. By sharpening the edges of fabric 

characteristics, methods such as Sobel or 

Laplace filters can increase the model's 

sensitivity to structural irregularities that 

indicate flaws. To increase the precision and 

resilience of deep learning models for fabric 

defect detection, preprocessing and data 

augmentation methods are crucial. Enhancing 

the diversity and quality of the training data by 

normalization, scaling, and various 

augmentation techniques like rotation, 

flipping, and zooming can help the model 

perform better in real-world applications and 

generalize more effectively. These methods 

help create more precise and dependable 

defect detection systems in the textile sector in 

addition to addressing issues like data 

imbalance and overfitting. 

 

4. APPLICATIONS IN TEXTILE 

INDUSTRY 

Significant improvements in quality control 

and manufacturing efficiency may be achieved 

by incorporating deep learning models for 

fabric defect identification into production 

lines. Deep learning models may be used on 

production lines in real-time textile 

manufacturing settings to continually monitor 

the fabric as it passes through several 

production steps, such as knitting, weaving, 

and finishing. Usually, these models analyse 

pictures of the fabric taken by high-definition 

cameras that are positioned above or next to 

the production line. In order to identify flaws 

like holes, mis weaving, stains, or uneven 

dyeing, the photos are loaded into a deep 

learning algorithm. For real-time integration to 

work, the system must be able to handle a lot 

of pictures fast and precisely. As a result, 

manufacturing lines' deep learning models 

must be tuned for efficiency and speed. To 

guarantee that the model processes photos in 

real-time with the least amount of delay, 

technologies such as edge computing or GPU-

accelerated hardware can be employed. These 

models can instantly notify operators of 

problems by detecting flaws in real time, 

enabling prompt fixes and modifications to the 

production process. Additionally, the model 

may offer continual updates through the use of 

automatic feedback loops, guaranteeing that 

any modifications in fabric quality are swiftly 

handled. Scalability is another benefit of 

integrating deep learning into manufacturing 

processes. Retraining or fine-tuning the system 

with fresh defect data can help it adjust to new 

fabric kinds and problem patterns when 

production grows up or changes. Furthermore, 

by integrating these systems with Industry 4.0 

principles, automated quality control and less 

human interaction are made possible, 

increasing overall operational effectiveness 

and product consistency. There are several 

advantages to using deep learning models to 

automate the identification of fabric defects, 

which greatly improves the efficacy and 

efficiency of the textile industry's quality 

control procedure. Cost savings is among the 

most prominent benefits. Manual visual 

inspection is one of the labour-intensive and 

human error-prone traditional ways of fabric 

inspection. Manufacturers can save labour 

costs by eliminating the requirement for a big 

staff by automating the fault identification 

process. Furthermore, deep learning models 

can swiftly handle enormous volumes of data, 

cutting down on the amount of time needed to 

examine each fabric roll and lowering 

operating expenses. Increased precision is yet 

another important advantage. Deep learning 

models, particularly convolutional neural 

networks (CNNs), are very good at accurately 

identifying a variety of fabric flaws. These 

programs acquire the ability to spot minute 

irregularities and complex patterns that human 

inspectors could miss. The models become 

extremely skilled at identifying flaws in a 

wide range of fabric kinds, textures, and 

colours when they are trained on huge and 

varied datasets. By lowering the possibility of 

false positives or false negatives, this 

guarantees highly reliable defect detection. 

Faster inspection is also made possible by the 

use of deep learning for flaw identification. 

Conventional techniques can be laborious, 

particularly when a lot of cloth needs to be 

manually inspected. Fabric inspection may 

occur at production speed because to deep 

learning models' ability to process thousands 

of photos per second. In fast-paced industrial 
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settings when time is of the importance, this 

improves the production line's total throughput 

and shortens the time it takes to identify flaws. 

Lastly, human error is reduced via defect 

identification based on deep learning. Despite 

their competence, human inspectors may get 

weary over time, producing inconsistent 

findings or failing to notice flaws. Conversely, 

automated systems may operate continually 

without becoming tired, guaranteeing accurate 

and consistent flaw identification. In the end, 

this improves product quality and customer 

happiness by lowering the possibility that 

flaws would evade inspection and reach 

consumers. All things considered, 

incorporating deep learning models into the 

textile manufacturing process improves the 

consistency and precision of defect 

identification while also increasing efficiency 

and lowering costs. Textile producers may 

reduce human error and increase operational 

efficiency, production cycles, and product 

quality by automating this process. 

 

5. CHALLENGES AND FUTURE 

DIRECTIONS 

The lack of labelled data for model training is 

one of the main obstacles to deep learning-

based fabric fault detection. Effective deep 

learning model training requires high-quality 

labelled datasets, but acquiring enough 

labelled data for different kinds of fabric flaws 

may be expensive and time-consuming. 

Training reliable models that can generalize 

well across various fabric types and fault 

variations is hampered by the difficulty faced 

by many textile producers in producing 

extensive datasets with precise flaw labelling. 

Another major issue is data imbalance. 

Defects may be uncommon in real-world 

situations, hence the majority of the training 

data is made up of flawless photos. The model 

finds it challenging to identify the minority 

class (i.e., the faults) as a result of this 

imbalance. By increasing the number of faulty 

samples, data augmentation techniques like 

rotation, flipping, and zooming may be 

utilized to artificially balance the dataset and 

lessen this problem. This does not, however, 

completely resolve the problem, particularly 

when errors are extremely uncommon or 

manifest in extremely subtle ways. 

Furthermore, the work becomes more 

challenging due to the diversity of fabric 

faults. Defects in fabric can take many 

different forms, ranging from minor flaws like 

missing threads in a weave to major stains or 

holes. The kind of cloth, the manufacturing 

method, and even external elements like 

lighting or camera placement can all affect 

these flaws. It is difficult to create a single 

model that can precisely identify every kind of 

flaw in various textiles because of this variety. 

Creating more generic models or utilizing 

transfer learningthe process by which models 

trained on one kind of fabric or defect may be 

applied to others with little more trainingare 

necessary to overcome this difficulty. Deep 

learning models have a lot of potential for 

detecting fabric flaws, but real-time 

implementation in production settings has its 

own set of difficulties. The efficiency of 

computing is one of the most important 

problems. Convolutional neural networks 

(CNNs), in particular, are deep learning 

models that can be computationally 

demanding, especially when processing huge, 

high-resolution photos in real-time. High 

computational demand models can cause 

latency problems and slow down the 

manufacturing process in production lines 

where thousands of fabric pictures must be 

analysed rapidly. Because of this, models must 

be optimized for speed and efficiency without 

sacrificing accuracy. Moreover, hardware 

optimization is necessary for real-time 

deployment. Although real-time 

manufacturing scenarios frequently involve 

edge devices or embedded systems with 

constrained computational resources, the 

majority of deep learning models are first 

developed and trained on high-performance 

servers with potent GPUs. Model compression 

strategies like quantization, pruning, or the 

usage of lightweight neural networks are 

necessary to guarantee that deep learning 

models function well on such devices. By 

lowering the model's size and computing load, 

these techniques enable its implementation in 

settings with limited resources. Latency in 
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data transmission and processing is another 

difficulty for real-time applications. Cameras 

on a normal manufacturing line take pictures 

of the fabric, which are then sent to the flaw 

detection system for examination. Delays 

introduced by this transmission mechanism 

may affect the system's overall real-time 

performance. Furthermore, models must be 

able to interpret these pictures rapidly in order 

to provide production operators prompt 

feedback. Production operators may need to 

modify the process in order to fix flaws that 

are found. To reduce latency and guarantee 

seamless operation, effective data processing 

pipelines—possibly utilizing edge computing 

or distributed processing—are crucial. There 

are a number of exciting avenues for future 

study in the subject of fabric defect 

identification that might assist solve present 

issues and boost the performance of deep 

learning models in this area. The development 

of model architectures is one important area of 

attention. Even while convolutional neural 

networks (CNNs) have demonstrated a great 

deal of promise, more recent designs like 

transformers, capsule networks, and attention 

mechanisms may be able to identify more 

intricate and subtle fabric flaws. By better 

capturing spatial connections and patterns in 

pictures, these designs may aid in the 

localization and categorization of defects. 

Unsupervised learning is another exciting 

avenue. Unsupervised learning methods, like 

autoencoders and generative models, may 

learn from unlabelled data, which is more 

prevalent in actual industrial settings, whereas 

supervised learning approaches currently 

require huge tagged datasets. The use of 

labelled data may be lessened by research into 

unsupervised or semi-supervised techniques, 

which would also facilitate the training of 

models for defect identification with less 

annotations. Additionally, fabric flaw 

identification may benefit from reinforcement 

learning, especially in situations requiring 

ongoing development. Models can adjust to 

new fabric kinds or manufacturing 

circumstances by employing reinforcement 

learning, which allows them to learn from 

real-time feedback on their performance. This 

self-improvement may result in more resilient 

systems that develop over time, enhancing 

their capacity to identify flaws in dynamic 

production settings. Another fascinating area 

for further study is the incorporation of IoT 

(Internet of Things) into fabric flaw detecting 

systems. Sensors and smart cameras are 

examples of IoT devices that can gather data 

on environmental conditions and fabric 

manufacturing in real time. It could be feasible 

to create more intelligent systems that monitor 

production parameters and not only identify 

flaws but also anticipate and avoid them by 

fusing IoT data with deep learning models. In 

the textile business, the combination of IoT 

and machine learning may result in more 

proactive and flexible quality control systems. 

In conclusion, even though deep learning has 

advanced significantly in the identification of 

fabric defects, there are still a lot of obstacles 

to be addressed. In order to develop more 

efficient and scalable defect detection systems, 

future research endeavours are probably going 

to concentrate on increasing model efficiency, 

decreasing data reliance, and investigating 

cutting-edge methods like unsupervised 

learning, reinforcement learning, and IoT 

integration. The textile sector will benefit from 

these developments by achieving improved 

product quality, quicker production cycles, and 

more economical manufacturing techniques. 

 

6. CONCLUSION 

The textile industry's ability to detect fabric 

defects has greatly improved with the use of 

deep learning-based pattern recognition 

models, especially Convolutional Neural 

Networks (CNNs). Automated systems that 

provide better accuracy, efficiency, and 

scalability are gradually replacing traditional 

inspection techniques, which mostly rely on 

human participation and simple image 

processing. Deep learning may be used to 

identify fabric flaws early in the production 

process, which lowers waste, improves 

product quality, and boosts overall operational 

efficiency. This study examined the state of 

deep learning models at the moment, 

emphasizing the efficiency of CNNs and 

hybrid architectures such as CNN-
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Autoencoders and CNN-GANs. These models 

have demonstrated encouraging results in 

identifying a variety of fabric flaws when used 

in conjunction with data preprocessing and 

augmentation procedures. The full potential of 

these models is still hampered by issues 

including data imbalance, overfitting, and the 

requirement for real-time processing in 

industrial settings. Refining model designs, 

decreasing data reliance through unsupervised 

learning, and enhancing model efficiency for 

real-time deployment should be the main goals 

of future research. Defect detection systems 

may also be improved by combining 

reinforcement learning with the Internet of 

Things, which would make them more 

proactive and adaptable. To sum up, deep 

learning has enormous potential to transform 

the identification of fabric flaws, but ongoing 

research and development are necessary to get 

beyond current obstacles and guarantee that 

these models are successfully used in actual 

industrial settings. 

 

REFERENCES 

[1]. Chellappa, R.; Manjunath, B.S. Texture 

classification and segmentation: 

tribulations, triumphs and tributes. In 

Foundations of Image Understanding, pp. 

219–240, Springer: Boston, MA, USA, 

2001. https://doi.org/ 10.1007/978-1-4615-

1529-6_8.  

[2]. Zhou, H.; Chen, Y.; Troendle, D.; Jang, B. 

One-Class Model for Fabric Defect 

Detection. arXiv preprint, 2022, 

arXiv:2204.09648, 

https://doi.org/10.48550/arXiv.2204.09648 

[3]. Tong, L.; Wong, W.; Kwong, C. 

Differential evolution-based optimal 

Gabor filter model for fabricinspection. 

Neurocomputing 2016, 173, 1386–1401.  

[4]. Mak, K.-L.; Peng, P.; Yiu, K.-F.C. Fabric 

defect detection using multi-level tuned-

matched Gabor filters. J. Ind. Manag. 

Optim. 2012, 8, 325–341. 

[5]. Lowe, D.G. Distinctive Image Features 

from Scale-Invariant Keypoints. Int. J. 

Comput. Vis. 2004, 60, 91–110, 

https://doi.org/10.1023/b:visi.0000029664.

99615.94.  

[6]. Raheja, J.L.; Ajay, B.; Chaudhary, A. Real 

time fabric defect detection system on an 

embeddedDSPplatform. Optik 2013, 124, 

5280–5284, 

https://doi.org/10.1016/j.ijleo.2013.03.038.  

[7]. Kula, J.; Tunak, M.; Linka, A. Real-time 

quality control of fabric based on 

multivariate control charts. InProceedings 

of the 7th international conference 

TEXSCI 2010, Liberec, Czech Republic, 

6–8 September 2010. 

[8].  Ben Salem, Y.; Abdelkrim, M.N. Texture 

classification of fabric defects using 

machine learning. Int. J. Electr. Comput. 

Eng. (IJECE) 2020, 10, 4390–4399, 

https://doi.org/10.11591/ijece.v10i4.pp439

0-4399.  

[9]. Targ, S.; Almeida, D.; Lyman, K. Resnet in 

resnet: Generalizing residual architectures. 

arXiv preprint, 2016, arXiv:1603.08029, 

https://doi.org/10.48550/arXiv.1603.08029

.  

[10]. He, F.; Liu, T.; Tao, D. Why ResNet 

Works? Residuals Generalize. IEEE Trans. 

Neural Networks Learn. Syst. 2020, 31, 

5349–5362, 

https://doi.org/10.1109/tnnls.2020.296631

9 

[11]. Pınar Z., “Denim 

KumaşlardaGörüntüİşleme İle Hata 

Tespiti”, BEÜ Fen BilimleriDergisi, 1609-

1620,(2020). [6] Ding S., Li C. and Liu Z., 

“Fabric Defect Detection Scheme Based 

on Gabor filter and PCA” Advanced 

Materials Research, 482-484, (2012). 

[12]. Zhang H., Hu J. and He Z., “Fabric 

defect detection based on visual saliency 

map and SVM” Journal of Intelligent 

Manufacturing, 28:(6),1329-1338,(2017).  

[13]. Gupta N., Mishra S. and Khanna P., 

“Glioma identification from brain MRI 

using superpixels and FCM clustering,” 

International Journal of Engineering & 

Technology, 7:(3.30), 115-119, (2018).  

[14]. Zhoufeng L., Xianghui L., Chunlei L., 

Bicao L. and Baorui W., “Fabric defect 

detection based on faster RCNN,” IEEE 

Transactions on Instrumentation and 

Measurement, 67:(12), 2957-2965, (2018).  

https://doi.org/10.48550/arXiv.2204.09648
https://doi.org/10.1109/tnnls.2020.2966319
https://doi.org/10.1109/tnnls.2020.2966319


 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume: 54, Issue 1, January:2025 
 

UGC CARE Group-1                                                                                                             47 

[15]. Mei S., Wang Y. ve Wen G., 

“Automatic Metallic Surface Defect 

Detection and Recognition with 

Convolutional Neural Networks,” Sensors, 

8:(9),1575, (2018).  

[16]. Talu M. F., Hanbay K. veVarjovi M. 

H., “CNN-Based Fabric Defect Detection 

System on Loom Fabric Inspection,” 

Tekstil Ve Konfeksiyon, 32:(3),208-219, 

(2022). 

 

 


