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Abstract—Because of the inherent weaknesses and openness of recommender systems, their growing 

usage as customised suggestion services like Amazon, TripAdvisor, and Yelp has increased the need for 

safe and practical anomaly detection methods. Defense against the ever-growing variety of harmful 

attacks targeting internet recommendations is a formidable problem. Moreover, there has been a recent 

uptick in both theoretical and practical investigation into the age-old challenge of describing and 

assessing sparse rating behaviours. This research takes an innovative approach to threat detection by 

studying probabilistic inference and evaluating the trustworthiness of behavioural linkages using 

coupled association networks derived from rating behaviours. Initially, using the users' innate rating 

motivation and the atomic propagation principles of coupled networks, an association graph is built from 

the original rating matrix. Then, using a factor graph model of a coupled network, we re-determine 

linkages of interest in the targeted network and assess the reliability of their behaviours. Lastly, by 

thoroughly examining the trustworthiness of both linkages and nodes in the targeted network, suspicious 

persons and things may be deduced experimentally. Comprehensive studies on synthetic data for profile 

injection assaults and co-visitation injection attacks, as well as real-world data including Amazon and 

TripAdvisor, illustrate the efficacy of the suggested detection technique compared with competing 

benchmarks. 

Index-Terms— Recommender system, malicious attack, trustworthiness assessment, rating behaviour, 

and detection of attacks. 
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1 INTRODUCTION  

Several popular websites, like Amazon, TripAdvisor, and eBay, rely on PERSONALIZATION 

recommender systems to aid users in finding relevant content [1, 2]. In particular, during the last two 

decades, CRTs (such as UBCF, IBCF, co-visitation based [3], [4]) have been created in various e-

commerce systems. CRTs operate on the premise that if two users have exhibited similar interests in the 

past, they will continue to share those interests in the future. Nevertheless, collaborative recommender 

systems are especially susceptible to profile injection attacks (also known as shilling attacks) [7], [8], 

[9], [10], false co-visitation injection attacks [11], etc. due to the openness and basic weaknesses of 

CRTs [5], [6]. An adversary may degrade the quality of a CRT's suggestions or influence it to generate 

recommendations favourable to the adversary by injecting false data into the CRT. In practise, an 

adversary may trick a recommender system into suggesting a targeted item to as many people as 

possible by injecting fake users with properly prepared phoney ratings. To manipulate 

recommendations, an attacker may use empirical methods such as giving a higher rating to the targeted 

item (called a push or promotion attack [12]) or a lower rating to the item (called a nuke or demotion 

attack [12]), or they may inject fake co-visits into the system to spoof CRTs [11]; this has a significant 

impact on the public and ultimately shakes consumer and merchant trust in the online marketplace. 

Hence, it is becoming more important to study countermeasures against CRTs. 1.1 Prospects and 

Difficulties During the last decade, researchers have focused a lot of attention on both harmful attacks 

on and countermeasures for recommender systems [11], [12], [13], [14], [15]. Though malicious attacks 

in online recommender systems are always a risk, they also present opportunities, such as: (1) 

maintaining the security and fairness of virtual market has become an urgent problem to be solved as 

personalised recommendation technologies are increasingly adopted in online service platforms (e.g., 

Amazon, eBay); (2) new attack models, such as co-visitation injection attacks, pollution attacks, etc. 

[11], are gradually emerging, which presents a window of opportunity for researchers to improve their 

defences against these types of attacks. Simply said, there is still much utility in many traditional 

approaches of doing research. [12], [13], [14]. These new approaches are more feasible than their 

predecessors, but there are still certain problems that need fixing. As there is nothing that can be used to 

define common behavioural traits in raw data, this makes it difficult to characterise common behavioural 

features. In addition, current feature representations are often only applicable to some or a limited set of 

assaults. Second, it's hard to improve the detection model's flexibility in the face of various injection 

threats. A standardised input structure is necessary for the wide variety of injection behaviours (such as 

rating behaviours for profile injection attacks and co-visitation behaviours for co-visitation injection 

attacks). 3) The high demands for detection performance posed by the imbalanced distribution and the 

sparsity of the original data is another long-standing but unsolved problem. Dimensionality reduction in 

sparse rating matrices is challenging since it must be done while still preserving relevant information 

(e.g., well-designed fake profiles). In addition, there are practical constraints on relying on past 

information to mitigate sparsity. We are energised by the possibilities and challenges presented by this 

situation: Further improvements to the depiction of rating behaviours (1) are infeasible. It is worthwhile 
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to investigate: (1) how to discover anomalous behaviours from a new angle and how to avoid extracting 

features directly from the original rating data; and (2) how to mitigate sparsity and unbalanced 

distribution via prior knowledge in order to reduce the dimensionality of data and the time complexity of 

algorithm. With this in mind, the value of a methodical approach becomes clear. 
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2 BACKGROUND AND RELATED WORK 

Recommender systems play an increasing role in ecommerce systems such as Amazon, eBay, etc. In 

reality, they are susceptible to malicious attacks including profile injection attacks and co-visitation 

injection attacks. Defending these threats has attracted much attention from both academic and industry 

in the past two decades. Promising results can be obtained from previous efforts, which can be briefly 

summarized in the following aspects: (1) characterizing rating behaviors between users; (2) exploring 

the elimination of disturbed data and divide-and-conquer detection strategies; and (3) developing 

detection approaches for real-world application. In what follows, we introduce related researches 

focused on the above aspects. 2.1 Evaluation of Rating and Link Behaviors With the development of 

machine learning and online social network, researchers have begun to investigate detection models 

from the perspectives of supervised, unsupervised and semi-supervised learning. Naturally, designing 

representative rating features extracted from the original rating data is a primary task. To this end, on the 

one hand, Chirita et al. [16] developed statistical metrics to reveal rating patterns of shilling attackers. 

Then, Burke et al. [7] analyzed diverse features such as generic features and modelspecific features to 

detect shilling attackers. Shortly after, Williams et al. [17] proposed 5 generic features and 9 

typespecific features to characterize the underlying rating behaviors of users. Moreover, Zhang et al. 

[18] further expanded the feature space from the perspective of Hilbert-Huang Transform according to 

the novelty- and popularity-based rating series for each user profile. On the other hand, graph-based 

detection methods for spotting fake accounts or Sybil nodes have been well developed. Investigating 

attributes of link behaviors in association graphs has also attracted much attention. Cao et al. [19] 

provided a new technique termed SybilRank based on social graph properties to rank users according to 

their perceived likelihood of being fake (Sybils). Then, Gong et al. [20] proposed a semi-supervised 

learning framework to detect Sybil nodes. They also investigated algorithms for both link prediction and 

attribute inference [21]. Additionally, Dong et al. [22] presented a unified link prediction framework 

(termed CLP) to deal with the problem of heterogeneous interactions in coupled networks. In particular, 

they mathematically analyzed the feasibility for the inference of associative links in coupled networks. 

Link prediction in the target network, however, depends heavily on the structure of both the source and 

cross networks [22]. In this sense, improving the performance of link prediction may be easily 

constrained by disturbed information (e.g., an inactive user rated an unpopular item in the user-item 

cross network). After that, Wang et al. investigated a guilt-by-association method to detect fraudulent 

users in online social networks [23]. They designed a novel pairwise Markov Random Field to model 

the joint probability distribution of all random variables based on a directed social graph, which provides 

unique characteristics for detecting fraudulent users. In addition, Wang et al. [24] developed a novel 

structure-based method to detect sybils in social networks. They proposed a framework to unify the state 

of the art RW-based and LBPbased methods and designed a new local rule for sybil detection. Recently, 

Wang et al. [25] provided a novel collective classification framework. Weight learning and propagation 

of weighted graph have been well developed. These efforts reveal that rating behaviour attributes 

extracted from the original rating data and linkage attributes based on behavioural association graphs 
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have great potential to characterize internal relevance of nodes (users). Nevertheless, exploring general 

and representative characteristics facing with diverse attacks while preserving traditional rating 

attributes and linkage attributes in order to improve the generalization ability of detection model, is still 

an open issue.  

2.2 Determination of Disturbed Information  

Despite promising results relying on the aforementioned rating attributes and linkage attributes, a dense 

distribution between attackers and some authentic users whose rating details are mimicked by the 

attackers results in high false alarm rates, which makes a challenging issue for the improvement of 

detection performance. To address this issue, step-by-step detection frameworks are favorable by 

researchers. One group of active studies focused on target item analysis [28], [29]. They investigated the 

distribution of items in order to capture suspicious target items. Specially, disturbed rating profiles can 

be partly removed in advance. In addition, Xia et al. [30] proposed a detection approach using a dynamic 

time interval segmentation technique. Recently, Yang et al. [31], [32] investigated the distribution 

patterns between items and users in order to filter out disturbed data. The above efforts confirm that 

disturbed data, such as inactive users, unpopular items, etc., can be empirically eliminated before 

detection. Nevertheless, purely analyzing the local distribution of items and users is insufficient to 

distinguish target items from popular or unpopular items, especially facing with small attack sizes [32], 

[33]. How to incorporate global properties such as topological properties of behavior association graph, 

etc., to enhance the recognition of rating intention is worth further investigating.  

2.3 Anomaly Detection for Real Application  

The ultimate goal of abnormality detection is to serve real application. Discovering anomalous rating 

behaviors in online recommender systems has attracted much attention. Initially, Cao et al. [34] 

developed a semi-supervised detection approach for spotting profile injection attacks. Shortly after, Wu 

et al. [8], [35] further investigated hybrid detection models to separate shilling attackers (a group of fake 

users elaborately mimic rating details of few authentic users together in order to mix in their neighbors) 

from authentic users. Additionally, Gunnemann ¨ et al. [10] casted the basic behavior of users on an item 

as a latent multivariate autoregressive process and proposed a detection framework to discover 

interesting findings on real-world data. Gunnemann ¨ et al. [9] also provided a Bayesian model to detect 

the general rating behavior of users. After that, Zhang et al. [36] investigated a unified framework 

(termed CBS) for detecting shilling attacks in an eye for an eye manner without being bothered by the 

details of attacks. They developed a probability propagation mechanism of link behaviors based on an 

original user-item bipartite graph. The lack of eliminating disturbed information and analyzing target 

items, however, may lead to higher false alarm rates especially facing with small attack sizes. Moreover, 

detecting covisitation injection attacks can not be directly implemented using CBS. A careful reading of 

the literature suggests that rating behavior analysis has considerable potential for discovering 

abnormalities in reality. But, the generalization and adaptability of detection models are insufficient 
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especially for diverse attacks due to the limited representation of existing behavior features. This work, 

differing from existing studies: (1) aims to convert abnormality detection into probabilistic inference of 

link behavior, bypassing the limitation of feature characterization; (2) comprehensively estimates the 

trustworthiness of both link behaviors and node inherent behaviors of probabilistic graph; (3) remains 

the advantages of removing disturbed information, probability propagation in CBS, and heterogeneous 

interaction in CLP in order to reduce the scope of detection; and (4) explores a unified detection 

framework that is applicable to different attacks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3 THREAT MODELS 
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Due to the fundamental vulnerabilities and openness of recommender systems, the rating intention of 

users and co-visitations between items have been concerned by malicious attackers. In this paper, two 

types of representative threat models including co-visitation injection attacks focused on co-visitation 

recommender systems [11] and profile injection attacks (a.k.a., shilling attacks) [7], [12] are 

implemented in diverse cases. All presented attacks are briefly summarized in Table 1. For co-visitation 

injection attacks, due to the intention of attackers (i.e., promotion or demotion) and the background 

knowledge of attackers (or termed bounded resources), we only exploited 4 different attack scenarios in 

the experiments including promotion attack with high knowledge (PH), promotion attack with medium 

knowledge (PM), demotion attack with high knowledge (DH), and demotion attack with medium 

knowledge (DM) [11]. Taking the PH attack for example, attackers select a set of anchor items that can 

be successfully attacked using bounded resources to maximize the threat. The threat of promotion attack 

(termed increased probability of top-k user impression, IUI) can be formally defined as, IUI = Pi∈Jit pi , 

which means that, suppose one target item it is originally among the top-k recommendation list in a set 

of items which we denote as Iit , this set of items can be enlarged to be Jit after the promotion attack. 

There into, pi = wi w1+w2+··· ,wn , where n and wi denote the total number of items and the popularity 

of i in the past, respectively. Regarding the high knowledge of attack, an attacker can access a co-

visitation graph G and a popularity threshold τ used to filter out unpopular items when producing the 

recommendation lists. For the medium knowledge of attack, comparatively, the attacker can access the 

popularity of each item and see its recommendation list, but the attacker cannot obtain the number of co-

visitations between items nor the popularity threshold [11]. In order to make it appear in the top-k 

recommendation list of an anchor item j, attackers need to inject mjk fake co-visitations between items it 

and j. Two conditions need to be satisfied, namely s 0 jit > s0 jkj , wit + mjk ≥ τ, ∀j ∈ Vk, where Vk 

denotes the set of items whose top-k recommendation lists do not include it. s 0 jit denotes the similarity 

between items j and it. s 0 jkj represents the similarity between j and the k-th ranked item kj after the 

attack [11]. The goal of PH attack is to maximize IUI based on bounded resources, which can be 

formally defined as, max IUI = P j∈Vk aj · pj , s.t. P j∈Vk aj · mjk ≤ m, where m denotes the resource 

constraint that m items whose recommendation lists were collected by the attackers. aj ∈ {0, 1}, aj = 1 

means j is an anchor item. Note that, demotion attacks can be converted to promotion attacks. Due to 

space limit, we provide the other attack scenarios and briefly describe each of them as shown in Table 1. 

With regard to profile injection attacks (or termed shilling attacks), shilling attackers empirically insert 

welldesigned rating profiles into the system in order to manipulate the recommendation or diminish the 

performance of recommendation on behalf of their goals [7]. The rationale behind shilling attacks is that 

a user may like an item that his neighbors who have similar preferences. In this paper, we only exploited 

4 representative shilling attack models in the experiments, including Love/Hate attack, PUA-NR attack, 

etc. [26], [27] as described in Table 1. Generally, shilling attackers focus on a targeted item it with the 

highest score Rmax (called push attacks) or the lowest score Rmin (called nuke attacks). Formally, the 

attack profiles consist of a d-dimensional vector of ratings, where d is the total number of items in the 

system. The rating profile is partitioned in three parts from the perspective of item distribution, 

including selected items IS, filler items IF and target items IT . Concretely, TS receives ratings as 
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specified by the function δ, due to the fact that some attacks require identifying a group of items for 

special treatment during the attacks. IF is used to control the length of rating vector for mimicking 

similar rating vectors of neighbors of users who have been concerned by the attackers. The 

corresponding ratings are added as specified by the function σ. Finally, IT contains one item (termed 

single-target attacks) or multiple items (termed multi-target attacks). A rating assigned to a target item it 

is generally set as Rmax or Rmin. It is worth emphasizing that ratings assigned to IS or IF can be obtained 

using the normal distribution of item i or the global normal distribution, i.e., N(R¯ i , σ¯ 2 i ) and N(R¯, 

σ¯ 2 ) [26]. Specially, power user attacks (PUA) [37], [38], [39] and 

 

Fig. 1: The basic framework of the proposed detection approach, which consists of four stages including 

the unified representation of injection behaviors, the construction of association links, the refinement of 

association graphs, and the determination of suspicious nodes. 

 

 

 

 

 

 

 

 

4 THE PROPOSED APPROACH 
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In this section, we first provide an overview of the proposed approach. Then, we introduce several 

related definitions. Based on the definitions, we investigate the construction and evaluation of 

association links to determine disturbed information and prune the concerned networks. Finally, we 

polish the refined networks to further reduce the scope of detection and infer suspicious nodes. In this 

paper, we use bold uppercase characters for matrices (e.g., A), bold lowercase characters for vectors 

(e.g., x), calligraphic fonts for sets (e.g., U), and normal lowercase characters for scalars (e.g., d). Note 

that, Table 2 describes the notations used throughout the paper. 

 

5 CONCLUSIONS AND FUTURE WORK 

 Dimensionality reduction and the association representation of sparse rating data has been a long-

standing but unsolved challenge when it comes to defending recommender systems against malicious 

injection assaults. It is easy to slip into the trap of misleading correlation, which might lead to erroneous 

discovery and insight, if one does not have a firm grasp on the distinctions between real and phoney 

injection profiles. In this research, we provide a unified detection system for detecting malicious assaults 

such as co-visitation injection attacks, profile injection attacks, etc. based on a divide-and-conquer 

approach. Based on empirical evidence, (1) it is possible to reduce the scope of detection and the 

computational cost by eliminating disturbed data in advance (as determined by user activity, item 

popularity, and transition probability between users and items); and (2) the detection accuracy can be 

significantly improved by evaluating the trustworthiness of associative links in coupled networks after 

the disturbance information has been removed. Future study will investigate parameter sensitivity in a 

variety of scale-free, small-world, and other synthetic networks. It is also unclear how to create a 

uniform detection framework to cope with novel threats specific to recommender systems, such as data 

poisoning attacks against factorization-based collaborative filtering [55], poisoning attacks on graph-

based recommender systems [15], etc. In addition, it's important to zero in on the right problems by 

conducting thorough forensic investigations of anomalous data.  
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