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Abstract: 

Automatic License Plate Recognition (ALPR) 

plays   a   crucial   role   in   criminal   cases,   traffic 

accident  cases  and  many  other  cases.  A generalized 

algorithm cannot be designed since each country has 

different style of license plates. ALPR suffers from 

illumination problem, unconstrained scenario problem 

etc. This paper compares three recent deep learning 

models that are designed for ALPR. All the three models 

are tested on Chinese City Parking Dataset (CCPD). 

Experimental results are compared in terms of accuracy.  

It  is  also  analysed  by  dividing  the dataset  into  set  

of  images.  It  is  observed  that VSNet  achieves  higher  

accuracy  of  99.5%  than other two models. 
 

Index   Terms:   Convolutional   Neural   Network, 

Character Recognition, Segmentation 
 

 

I. INTRODUCTION 

With the global economy expanding quickly, 

several cities in various nations may have traffic 

congestion, frequent accidents, a worsening traffic 

environment, or other urban traffic issues. The following 

issues with the usage of cars are also steadily becoming 

more prevalent [1] along with the rise in automobile use, 

including cases of car theft, traffic accidents, and 

gridlock on the roads,  

severe environmental pollution, and more. Each nation is 

currently researching better ways to regulate and 

monitor automobiles in order to address these issues. If 

you exclusively rely on human resources, like traffic 

cops, you'll run into a lot of issues, such excessive costs 

and ineffectiveness. Therefore, it would surely offer 

considerable ease and benefits if intelligent traffic 

equipment can be adopted. This environment gave rise 

to research on Intelligent Transportation Systems (ITS) 

[2]. 

In order to achieve intelligent administration of 

cities, "intelligent video surveillance" and "intelligent 

transportation" are gradually added to the   research   

agenda.   The   term   "smart   city" emerges as the 

need for it increases. In real life, LPR systems play a 

significant role in vehicle supervision, expressway toll 

management, intelligent parking, electronic police, and 

other areas. These systems may also achieve the 

surveillance of urban traffic in order to reduce traffic 

bottlenecks. Currently, there are numerous ALPR 

systems, but their licence plate recognition rates will be 

significantly decreased in the complicated environment 

(such as lighting circumstances, distorted licence plates, 

dirt licence plates, etc.) [3]. Therefore, it is very 

important for study to determine how

to increase the rate and 
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accuracy    of    detecting    licence    plates    in    a 

complicated environment. 

Deep learning allows computational models of   

multiple   processing   layers   to   learn   and represent 

data with multiple levels of abstraction mimicking how 

the brain perceives and understands the image [4]. Deep 

learning techniques and conventional techniques are 

both used  to  detect  licence  plates.  Traditional 

techniques primarily extract features from objects based 

on the target's background colour, edge and shape. In 

order to dramatically reduce the number of candidate 

images recovered from crowded photographs, Hsieh et 

al. [5] used morphological approaches. This speeds up 

the licence plate detection method. 

The ANPR system has following steps: 

• Image  Acquisition:  Images  of  vehicle  are 

captured. 

•  Pre-processing: Obtaining an estimated image and 
eliminate the distortions. 

•  Extraction of number plate: Remove irrelevant part 

and extract the number plate. 

• Character   segmentation:   Segmentation   or 

isolation   of   characters   from   the   extracted 

license plate. 

• Character recognition: Recognize letters and display 

the output result 

The rest of the paper is organized as follows: Section 

II describes some related works that are made in recent 

years. Section III elaborates three recent methods on 

deep learning. Section IV analyzes those three methods 

with some experiments followed by conclusion in 

Section V. 
 

II. LITERATURE SURVEY 

This  section  briefly  discusses  some innovative 

ALPR method. Most methods of recognition utilize 

methodologies of deep learning 

[6-7]. Upon studying these methods, it is easy to 

build our own ALPR architecture. 

For the purpose of the security system, an LPR system 

is created in [8]. This system aids in tasks like  detecting 

car  licence  plates,  analysing those plates, and utilising 

the processed data for further tasks like storing, 

approving or rejecting vehicles. The system is put in 

place at the entry to regulate security in highly restricted 

areas like military zones or the vicinity of important 

government buildings like the Supreme Court, 

Parliament and so on. 

Based on the information collected by ALPR 

cameras, an Origin Destination (OD) prediction 

technique   [9]   has   been   created.   In   order   to 

minimise the original OD matrices' size and distinguish 

the  primary structural  patterns from the noisier 

components, the Principal Component Analysis (PCA) 

is used. To create the predictions, a state-space model 

is built for the primary structural patterns and structural 

deviations and integrated   into   the   Kalman   filter   

architecture. Three long-term pattern recognition 

techniques based on K-Nearest Neighbor (KNN) have 

also been applied. 

The front or back image of the vehicle is 

processed in another ALPR system [10]. For character 

recognition, this technique makes use of the random 

forest classification algorithm. Based on machine 

learning strategies and data visualisation   approaches,   

a   Cognitive   Number Plate Recognition (CNPR) 

system [11] has been designed. This system uses a data 

clustering approach to conduct knowledge production. 

Additionally, the database of identified number plates' 

hidden information patterns is employed to offer insight 

into the vehicle data for decision- making and analysis. 

In [12], the issue of sparse trajectory 

reconstruction  using  ALPR  data  was  covered. First, 

an appropriate journey time criterion is used 
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to segment the vehicle's various travel operations, and 

an incomplete vehicle trajectory is then established. 

Then, a better K-Shortest-Path (KSP) method  based  on  

space-time  prism  theory generates   candidate   

trajectories.   In   order   to rebuild the vehicle trajectory, 

the auto-encoder model is used to choose the candidate 

trajectory with the best decision indications. In Ningbo, 

China, this approach has been used on a practical urban 

traffic network. 

Zhang et al. [13] introduces a concept based on   

neural   network   recognition   and   computer visual 

processing. Convolutional Neural Network (CNN)  and 

colour space  detection  make  up  the majority of it. 

The ALPR method may extract deeper features as deep 

learning technology progresses [14], dramatically 

enhancing the detection and identification accuracy. It 

has been explored how deep learning can be used in 

LPR. In order to address the three primary technical 

issues of licence plate skew, image noise and blur, the 

most sophisticated algorithms are introduced. The 

benefits   and   drawbacks   of   the   existing   LP 

detection algorithms and character recognition 

algorithms are examined and the deep learning 

techniques are divided into direct and indirect detection 

algorithms. Different LPR systems' variations in data 

sets, workstations, accuracy and timing are contrasted. 

The OKM-CNN model, which combines 

segmentation  based  on  Optimal  K-means clustering 

and recognition based on CNN, is an efficient deep 

learning-based LPR model [15]. This model  runs  

through  three  primary  stages: detecting  licence  plates,  

segmenting  using  the OKM clustering approach and 

recognising licence plate numbers using the CNN 

model. The Improved  Bernsen  Algorithm  (IBA)  and 

Connected Component Analysis (CCA) models are used 

for LP identification and localisation. 

A deep ALPR system [16] suitable to 

multinational LPs has been created to overcome this  

problem.  The  three  primary  components  of this 

system are transnational LP layout detection, unified  

character  recognition,  and  LP  detection. The You 

Only Look Once (YOLO) networks form the foundation 

of the system. ABCNet has been used as the foundation 

for an LPR algorithm [17]. In  order  to  extract  image  

convolution characteristics of a series, CNN is employed 

after the  source  pictures  with  ABCNet  are  used  to 

create   an   LP   plate   detection   network.   This 

approach is used to address the issue of poorly aligned 

training characters. 

A comprehensive ALPR system [18] has been 

created with an emphasis on unrestricted settings in 

which the LP may be significantly distorted as a result 

of oblique views. In order to warp an LP to a fronto-

parallel view and eliminate perspective- related 

distortions, an Improved Warped Planar Object 

Detection Network (IWPOD-NET) has been developed.  

This network  is capable  of detecting the four corners 

of an LP under a number of different scenarios. 
 

III. RECENT METHODS ON LPR 

Because of tremendous success of deep learning in 

computer vision problems, there was a lot of interest in 

applying features learned by CNN on general image 

recognition to other tasks such as segmentation, face 

recognition, and object detection. In this section three 

methodologies of LPR based on deep learning are 

discussed. 
 

• Decoupled  Attention  Network  (DAN)  –  This 

method  has  extracted  deep  features  on  LPR [19]. 

It uses DAN for recognition. 

• Asymmetric    Cycle    Generative    Adversarial 

Networks  (AsymCycleGAN)  –  This  method uses 

asymmetric cycle-consistency loss in CycleGAN 

[20]. 
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• VSNet – The third method uses VertexNet for LP

 detection      and      Squeeze      Character 

Recognition Network (SCR-Net) for LP recognition, 

[21]. 
 

A. Decoupled Attention Network (DAN) for Text 

Recognition 

Three parts make up DAN: a feature encoder that 

extracts visual features from the input image, a 

convolutional alignment module that performs the 

alignment operation based on those visual features, and 

a decoupled text decoder that uses both  the  feature  

map  and  the  attention  map  to make the final 

prediction. 

In conventional attention decoders, the recurrency 

alignment module is swapped out for a Convolutional 

Alignment Module (CAM). The CAM performs 

alignment operations from a visual standpoint rather 

than using previous decoding data, eradicating 

misalignment brought on by decoding mistakes. 

Through decoupling the alignment  operation  from  

relying  on  prior decoding outcomes, the DAN seeks to 

address the misalignment problem of classical attention 

mechanisms. 
 

B. Asymmetric    Cycle    Generative    Adversarial 
Networks (AsymCycleGAN) 

For the purpose of recognising licence plates in the 

outdoors, a reliable framework has been created.  It  is  

made  up  of  an  elaborately  built image-to-sequence 

network for plate identification and a customised 

CycleGAN model for creating licence   plate   images.   

On   the   one   hand,   the laborious human annotation 

task is reduced by the CycleGAN-based plate creation 

engine. With a more balanced character distribution and 

different shooting   scenarios,   a   significant   amount   

of training data can be gathered, which significantly 

improves the recognition accuracy. On the other hand,    

a    2D    attentional-based    licence    plate 

recognizer using an Xception-based CNN encoder can 

reliably and effectively identify licence plates with a 

variety of patterns in a variety of situations. 

A customised Xception network for feature extraction 

and a 2D-attention based Recurrent Neural Network 

(RNN) model for character decoding make up the two 

primary components of the whole LP recognition model. 
 

C. VSNet 

The outstanding design of ALPR is comprised of four 

key insights: 

• The resampling-based cascaded framework is 

advantageous to both speed and accuracy. 

• The  highly  efficient  LPR  should  abundant 

additional character segmentation and RNN, but 

adopt a plain CNN. 

• In    the    case    of    CNN,    utilising    vertex 

information on licence plates improves the 

recognition performance. 

• The weight-shuffling approach is effective in both 

speed and accuracy. 

 
VSNet is created using these findings. It consists 

of two CNNs that are combined in a cascaded, 

resampling-based fashion, namely VertexNet for licence 

plate detection and SCR-Net for  licence  plate  

identification.  To  extract  the spatial properties of 

licence plates from VertexNet, a powerful integration 

block is employed. VertexNet uses a vertex-estimation 

branch with vertex  supervisory  information  so  that  

licence plate photos may be corrected as the input 

images for  SCR-Net.  Left  to  right  feature  extraction  

in SCR-Net is accomplished using a horizontal encoding 

approach, while character recognition is accomplished 

using a weight-sharing classifier. 
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Model Strengths Weakness 

DAN Effective,     flexible 

and robust 

It   struggles   to 

align   the   text 

when                it 

encounters 

sounds        that 

resemble text. 

Asym 

CycleGAN 

Different  types   of 

LP images may be 

produced, 

including        those 

with shadows or in 

dim       or       harsh 

lighting, simulating 

real-world 

situations. 

It is challenging 

to   tell   certain 

identical 

characters 

apart. 

Images with 

severe blur or 

occlusion 

cannot            be 

detected. 

VSNet It              eliminates 

unnecessary 

character  elements. 

It                 prevents 

incorrect   character 

segmentation  from 

occurring     during 

recognition. 

It   could   work 

on Chinese 

number plates 

only. 

 

 

 
 
 
 
 
 
 

D. Pros and Cons of the Three Compared Models 

All the three models have their own pros and 

cons.  It is summarized in Table I. 
 

TABLE I 

COMPARISON OF THREE MODELS 

IV. RESULTS ANALYSIS 

 
A. Dataset and Metrics 

All the three models are tested on publicly 

available dataset: CCPD [21]. This is a benchmark 

dataset to assess ALPR techniques. It contains 280k 

vehicle  images,  that  were  taken  under uncontrolled 

circumstances, such as diverse weathers, illuminations, 

rotation, and vagueness. The resolution of each image is 

720 x 1160. The dataset has enough annotations, 

including the LP character, bounding boxes, four 

vertices, degree of tilt in both the horizontal and vertical 

axes, and brightness and vagueness levels. Figure 1 

shows some sample images from CCPD dataset. 

The  detection  and  recognition  metrics defined in 

[22] are utilised for the CCPD dataset and  as  each  

image  only  yields  a  single  licence plate,   the   

detection   precision   is   determined without taking 

recall into account. For each image, the detector is 

permitted to predict one bounding box. The precision 

over the testing set (overall precision) and each subset 

are examined. The predicted box is considered true 

positive if its IoU with the ground truth is more than 0.7. 

When the projected LP's IoU is greater than 0.6 and 

every character on the LP is right, the predicted LP is 

considered correct in the LP recognition task. The 

accurate LP predictions over all LPs are used to compute 

the recognition accuracy. 
 

 
 
 

 
 

Fig. 1  Sample Images from CCPD Dataset 
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DAN 96.6 98.9 96.1 96.4 91.9 93.7 95.4 83.1 19.3 

AsymCycleGAN 98.9 99.8 99.2 99.1 98.1 98.8 98.6 89.7 - 

VSNet 99.5 99.9 99.7 99.4 99.9 99.9 99.4 94.8 11.4 

 

 
 

B. Implementation Details 

Table II displays the hyperparameters of each model.  

The  detailed  implementation  setting  is given below. 

1) DAN 
The height of the input image is set to 32 and the 

width is calculated with the original aspect ratio (up 

to 128). The learning rate is reduced to 0.1 after the third 

epoch. 
2) AsymCycleGAN 
The learning rate is multiplied by 0.9 at every 12, 

000 iterations until it reaches to 0.00001. The size of 

input images is adjusted like DAN model. This model is 

tested on NVIDIA GTX1080Ti GPU with 

11GB memory. 
3) VSNet 
License Plate Detection: In the first stage, the 

learning rate is multiplied by 0.1 every 3 epochs without 

reducing the loss. In the second stage, the initial learning 

rate is set to 0.0001 and the batch size is set to 4. 

License plate recognition: The input image is resized 

to 152 × 56. When the loss is not decreased, the  

learning  rate  is  multiplied  by  0.5  every  3 epochs. 

TABLE II HYPERPARAMETERS OF ALL THE 

COMPARED MODELS 
 

Model Hyperparameter Setting 

DAN Optimizer: ADADELTA 
 

Learning rate: 1 to 0.1 

AsymCycleGAN Optimizer: ADAM 
 

Batch size: 24 
 

Learning rate: 0.001 

VSNet Detection 
 

Optimizer: 

Adam 

Epochs: 128 

Batch size:16 
 

Learning  rate: 
 

0.001 

Recognition 
 

Epochs: 200 
 

Optimizer: 

Adam 

Batch size: 32 
 

Learning rate: 
 

0.0001 

 

C. Results Analysis 

Experiments are conducted on different subsets with 

each subset having different number of images. Table III 

compares the results obtained by all the three models. 

The number of images in each subset is given in 

parenthesis in the Table III. 
 

TABLE IIII COMPARISON OF 

THREE MODELS 
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From Table III, it is observed that the VSNet model  

achieves  higher  accuracy  of  99.5%  than other 

models. When individual subsets are also considered, 

the VSNet performs well. Although all the models use 

deep learning techniques, the computation time of 

testing is very less (approx. below  20ms).  When  

computation  time  is compared, the VSNet model tests 

the images in only 11.4ms which is lesser than DAN 

model. Figure 2 shows the bar chart comparison of the 

three models based on accuracy. 

 
 

Fig. 2 Overall Accuracy of Compared Methods 
 

 
V. CONCLUSION 

The ALPR system consists of license plate detection, 

character segmentation and character recognition. 

Different processing techniques are examined in order to 

deal with uncontrolled scenarios including uneven 

lighting, an unfixed shooting angle, varying weather, 

and motion blur in real-world images. Three deep 

learning models such as DAN, AsymCycleGAN and 

VSNet are compared.  The  results  substantially  proved  

that the  VSNet  achieves  overall  higher  accuracy  of 

99.5%  in  11.4ms  than  other  two  models.  This model 

can be further generalized to segment and recognize 

number plates of different countries. 
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