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ABSTRACT 

 

Accurate demand forecasting is crucial in the food industry due to the short shelf life of many products, making 

proper inventory management essential to minimize waste and loss. Recent advancements in machine learning 

and deep learning have significantly improved handling time-dependent data. This paper uses the 'Food Demand 

Forecasting' dataset from Genpact to analyze various factors affecting demand and proposes a comparative study 

of seven regressors for order prediction. The study employs Random Forest, Gradient Boosting, LightGBM, 

XGBoost, CatBoost, LSTM, and Bidirectional LSTM. Results indicate the superior performance of LSTM 

models. Additionally, the CNN2D algorithm was utilized to optimize dataset features, achieving more accurate 

forecasting compared to other algorithms. 
 

Index Terms: Food, LSTM 

 

 

 

INTRODUCTION: 

In today's dynamic market, companies face the dual challenge of meeting consumer demands and staying ahead 

in an increasingly competitive environment. To tackle this, many businesses are turning to demand forecasting as 

a key strategy for effective demand-supply chain management. Accurate demand forecasting is essential because 

it directly influences a company's profitability. If demand is overestimated, it can lead to excess inventory, 

resulting in high storage costs and waste. Conversely, underestimating demand can cause stockouts, driving 

customers to competitors. Therefore, reliable demand forecasting is crucial for maintaining a balance between 

supply and demand, optimizing resources, and maximizing profits. 

Demand forecasting plays a pivotal role across various departments within a company. The financial department 

relies on forecasts to estimate costs, profits, and capital requirements. Accurate predictions help in budgeting and 

financial planning, ensuring that the company allocates resources efficiently. The marketing department uses 

demand forecasts to shape its strategies, assessing the potential impact of different marketing campaigns on sales 

volumes. This allows for more targeted and effective marketing efforts, enhancing customer engagement and 

boosting sales. 
 

LITERATURE SURVEY: 

 

N. Bibi et al 

 

Efficient electricity price modeling and forecasting are vital in today's competitive markets, yet challenging due 

to the complex nature of price series. This study evaluates an ensemble-based technique for short-term electricity 
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spot price forecasting in the Italian market (IPEX). The approach splits the price time series into deterministic 

components, estimated using semi-parametric techniques, and stochastic components, modeled with time series 

and machine learning algorithms. Results show that the ensemble-based model excels based on standard accuracy 

measures, with random forest and ARMA also proving highly competitive. 

C.-Y. Chen et al 

Time series forecasting has long been a significant research area, employing statistical, machine learning, and 

hybrid methods to tackle its challenges. However, assumptions of data normality are often unaddressed. This 

research extends forecasting models to account for heavy-tailed noise distributions, focusing on normal and 

Student’s t distributions. We compare the SARIMAX model, using maximum likelihood, with the regression tree-

based random forest method. Our study includes not only forecasts but also prediction intervals, which are crucial 

for practical applications. While centered on these models, our findings have broader implications for other 

systems. 

 

 

PROBLEM STATEMENT: 

Accurate forecasting is become necessity in food industry to meet demand supply requirements. Many food 

products has shelf life and if demand forecast is not accurate and then either short life products will be wasted or 

in some scenarios it goes for shortage. Many deep learning or machine learning algorithms was introduced for 

accurate forecasting but they lack support of Time series or LAG data  

 

PROPOSED METHOD: 

To address this problem, the author extracts lag data from the dataset and assigns weights to the target variable 

using an alpha value of 0.5. Products that are recent or in high demand receive higher weights. Time series data 

is gathered for 10-week periods, and forecasting is conducted for the subsequent 10 weeks. The extracted lag data 

is trained using various machine learning and deep learning algorithms, including Random Forest, Gradient 

Boosting, XGBOOST, CATBOOST, LIGHT GBM, LSTM, and BI-LSTM. Each algorithm's performance is 

evaluated based on RMSE, MAE, MAPE, and RMSLE, which measure the difference between actual and 

predicted values. The lower the difference, the better the algorithm performs. LSTM showed the lowest MAE and 

RMSE error rates among all algorithms. 
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ARCHITECTURE 

 

 
TIME SERIES DATASET 

 

The first row contains dataset column names, while the remaining rows hold dataset values. The last column, representing orders as 

sales, helps calculate the target variable using the EWMA (Exponentially Weighted Moving Average) formula. This dataset will be 

used to train and test the performance of each algorithm. 

 

METHODOLOGY: 

 

1. Data Collection 

Load the Datasets 
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Two key datasets are crucial for this analysis: the meal sales dataset and the fulfillment center dataset. The meal 

sales dataset typically contains information on sales quantities, dates, and possibly meal types. The fulfillment 

center dataset provides details about various centers, including location, type, and operational metrics. 

Merge the Datasets 

Combining these datasets involves merging them on common attributes, such as fulfillment center IDs or dates. 

This integration creates a unified dataset that consolidates all relevant information, providing a comprehensive 

view of the data and enabling more robust analysis. 

2. Exploratory Data Analysis (EDA) 

Visualize the Distribution of Features 

To gain insights into the data, it is crucial to visualize the distribution of different features. Histograms and box 

plots are commonly used to illustrate the spread and central tendencies of numerical variables. Histograms show 

the frequency distribution of values, while box plots provide a visual summary of the data's central tendency, 

dispersion, and presence of outliers. 

Analyze Relationships Between Features 

Correlation matrices and heatmaps are useful for exploring relationships between different features. A correlation 

matrix quantifies the strength and direction of linear relationships between variables, helping identify which 

features are strongly related. Heatmaps visually represent these correlations, making it easier to detect patterns 

and anomalies. 

Investigate Trends and Patterns 

Examining meal sales across various dimensions, such as different regions, fulfillment center types, and time 

periods (e.g., weeks), helps uncover trends and patterns. Analyzing these aspects can reveal seasonal variations, 

regional preferences, and operational impacts on sales, providing valuable insights for forecasting and strategic 

planning. 

3. Feature Engineering and Preprocessing 
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Perform Feature Engineering 

Feature engineering involves creating new features or modifying existing ones to improve the model's 

performance. This process might include generating features like sales trends, promotional periods, or interactions 

between different variables. These engineered features can provide additional context and improve predictive 

accuracy. 

Handle Missing Values and Encode Categorical Variables 

Data often contains missing values, which must be addressed through imputation or removal. Categorical 

variables, such as fulfillment center types, need to be encoded into numerical formats for model compatibility. 

Techniques like Label Encoding convert categories into numeric labels, ensuring that machine learning 

algorithms can process these features effectively. 

Normalize the Features 

Normalization is essential to ensure that features with different scales contribute equally to the model. Min-Max 

scaling is a common technique that scales features to a range between 0 and 1. This step standardizes the input 

data, improving the convergence and performance of machine learning models. 

Prepare Lagged Data 

For time-series forecasting, incorporating lagged data (previous sales figures) can provide valuable information 

about temporal patterns. By including these lagged features, models can learn from past trends to make more 

accurate predictions about future sales. 

4. Model Selection and Training 

Traditional Machine Learning Models 

Several traditional machine learning models are trained to predict meal sales: 

• RandomForestRegressor: An ensemble method that combines multiple decision trees to improve 

predictive performance and handle non-linear relationships. 
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• GradientBoostingRegressor: Another ensemble technique that builds models sequentially to correct 

errors made by previous models. 

Hyperparameter tuning using techniques like GridSearchCV optimizes model parameters to enhance 

performance. Evaluation metrics such as Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Mean 

Absolute Percentage Error (MAPE), and Root Mean Squared Logarithmic Error (RMSLE) are used to assess the 

accuracy and reliability of these models. 

Deep Learning Models 

Deep learning models offer advanced capabilities for capturing complex patterns in the data: 

• Long Short-Term Memory (LSTM) Networks: Effective for sequential data, LSTMs can capture long-

term dependencies and trends in time-series data. 

• Bidirectional LSTM (Bi-LSTM): Enhances LSTM performance by processing data in both forward and 

backward directions. 

• Convolutional Neural Networks (CNN): Typically used for image data but can be adapted for time-

series forecasting to capture local patterns through convolutional layers. 

These models are compiled and trained using appropriate loss functions and optimizers. Techniques like dropout 

are implemented to prevent overfitting, ensuring that the models generalize well to unseen data. The best-

performing models are saved using tools like ModelCheckpoint to avoid the need for retraining. 

5. Model Evaluation and Performance Metrics 

Calculate Performance Metrics 

To evaluate model performance, metrics such as MAE, RMSE, MAPE, and RMSLE are calculated. MAE 

measures the average magnitude of errors in predictions, while RMSE penalizes larger errors more significantly. 

MAPE expresses errors as a percentage of actual values, and RMSLE focuses on relative errors, especially useful 

when dealing with exponential growth. 

Visualize Predictions 
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To understand model performance, predicted sales are compared against actual sales. Visualization techniques, 

such as scatter plots or line charts, help assess how well the models' predictions align with real data, highlighting 

areas where the models may be overestimating or underestimating sales. 

6. Results Interpretation and Conclusion 

Analyze Model Performance 

The performance of each model is analyzed based on the evaluation metrics. This analysis includes comparing 

the effectiveness of different models in predicting meal sales and identifying which models provide the most 

accurate and reliable forecasts. 

Discuss Insights and Improvements 

The insights gained from the analysis are discussed, including any trends, patterns, or anomalies identified. 

Potential areas for improvement are also explored, such as refining feature engineering, adjusting model 

parameters, or incorporating additional data sources. 

Analysis of meal sales using a combination of traditional and deep learning models, along with thorough data 

preprocessing and feature engineering, provides a comprehensive understanding of sales patterns and forecasting 

accuracy. 

 

RESULTS: 

 

 

Training Random Forest with tuning parameters on train dataset 

and then testing on test data to calculate RMSE values 
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Training gradient boosting and its MAE values is 111 

 
Training LIGHTGBM got 107 as MAE 

 
Training CATBOOST 98 as MAE 

 
Training XGBOOST got 101 as MAE 

 
Training LSTM got 29 

 
Training BI-LSTM got 53% MAE 

 
Training CNN2d got only 9 as MAE 
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In all algorithms LSTM and extension CNN2d got less MSE 

and RMSE error rates 

Prediction: 

 
We can see predicted sales for that week 

 

CONCLUSION 

Our research focused on predicting meal sales with high accuracy using various machine learning and deep 

learning models. By merging datasets and analyzing features, we examined sales patterns across different centers, 

regions, and weeks. We pre-processed data and fine-tuned models, evaluating Random Forest, Gradient Boosting, 

LSTM, and more. Notably, the CNN2D algorithm excelled, achieving a Mean Absolute Error (MAE) of just 9, 

outperforming traditional models. This underscores the power of convolutional neural networks in sales 

forecasting, highlighting the significance of advanced deep learning methods for precise predictions, optimal 

resource allocation, and enhanced decision-making in the food industry. 
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