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ABSTRACT 
 

Domestic violence is a significant issue that transcends socioeconomic and cultural boundaries, 

rooted in factors like power struggles, mental health issues, financial hardship, and substance 

abuse. Technology can play a crucial role in identifying and addressing domestic violence, offering 

vital support and resources to victims. This paper reviews recent technological advancements in 

combating domestic violence, detailing various platforms and tools, their capabilities, and 

limitations. It explores innovations such as data analysis from digital platforms, ambient sensors, 

smartphones, wearable sensors, online activity protection, anti-harassment measures, anti-stalking 

technology, and virtual reality. Additionally, it discusses the challenges of these innovations and 

proposes future research directions, including emotion detection from text and live facial emotion 

analysis using webcams. 
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INTRODUCTION: 

Domestic violence, also known as intimate partner violence or domestic abuse, is defined by the 

United Nations as a series of consistent and recurring actions in a relationship aimed at obtaining 

or retaining power and control over an intimate partner. These actions can be sexual, physical, 

emotional, psychological, or economic, including acts or threats that exert influence over an 

intimate partner. Such behaviors induce fear, terrorize, intimidate, harm, disgrace, manipulate, 

blame, injure, or wound an intimate partner. 

Domestic violence can occur in any setting and among all socioeconomic, cultural, and religious 

classes. According to the Australian Bureau of Statistics (ABS), 1 in 4 women and 1 in 14 men 

have experienced violence from an intimate partner since the age of 15. Further ABS data from 

2021-2022 reveals that 16.9% of women and 5.5% of men experienced sexual and/or physical 

abuse, 22.9% of women and 13.8% of men reported emotional violence, and 16.3% of women and 

7.8% of men faced economic exploitation. 
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LITERATURE SURVEY: 

C.-H. Demarty et al 

This article introduces the VSD96 dataset, a comprehensive resource for Violent Scenes Detection 

(VSD) in Hollywood and YouTube videos. The dataset includes over 96 hours of video across 

various genres, with detailed annotations and mid-level concept markers like blood and fire. It 

offers pre-computed multi-modal descriptors and over 230 baseline system output results. 

Validated through MediaEval benchmarking, VSD96 aids in analyzing VSD algorithms, focusing 

on features, fusion techniques, and deep learning impacts. This robust dataset and its 

accompanying insights serve as essential tools for researchers tackling violence detection in 

audiovisual media. 

 

J. E. Miranda et al 

Violence against women and children is a global public health crisis, with one in three women 

experiencing violence and half of all children facing domestic aggression or bullying annually. 

The rise of the Internet and social media has introduced new forms of violence, such as 

cyberbullying and online harassment. To combat this issue, recent efforts have leveraged 

technologies like artificial intelligence, the Internet of Things, and mobile computing. This paper 

systematically reviews efforts from 2010 to 2020, categorizing them into online detection, offline 

detection, safety, and education, highlighting trends and challenges in using technology to prevent 

violence. 

PROBLEM STATEMENT: 

Domestic violence is a pervasive and multifaceted issue that transcends socio-economic, cultural, 

and religious boundaries. It encompasses various forms of abuse and control, affecting both 

women and men alike. Despite numerous efforts to combat domestic violence through education, 

awareness campaigns, stringent law enforcement, and comprehensive support services, the 

problem persists. Educational initiatives aim to inform and empower individuals about their rights 

and resources. Awareness campaigns seek to destigmatize the issue and encourage victims to seek 

help. Law enforcement agencies work tirelessly to protect victims and hold abusers accountable. 

Support services provide crucial aid, including shelter, counseling, and legal assistance. Yet, 

domestic violence remains unresolved, necessitating continuous and innovative approaches to 

effectively address and mitigate its impact on individuals and communities. The need for robust 

strategies, increased funding, and community involvement is paramount to create a safer and more 

supportive environment for all affected by domestic violence. 

  

PROPOSED METHOD: 
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The author suggests leveraging advanced technologies to reduce violence through two main 

approaches: 

1. Online Data Analysis: Social networking sites provide platforms where users express their 

emotions and views. By analyzing this digital media data, machine learning (ML) 

technologies can predict user emotions, identifying potential distress signals related to 

violence. 

2. Sensor Data Utilization: With widespread CCTV cameras, a form of IoT sensor, images 

are captured and sent to centralized servers for analysis. The author proposes using this 

sensor data to detect violent incidents, alerting police personnel promptly. This involves 

analyzing data from sensors, smartphones, or wearable devices. Artificial intelligence (AI) 

technologies can distinguish between normal and violent activities in CCTV footage, 

facilitating timely intervention to reduce violence. 

 

ARCHITECTURE: 

 

DOMESTIC VIOLENCE DATASET: 
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Tweets dataset with emotion values and emoticons  

METHODOLOGY: 

Data Preprocessing 

Read the Sentiment Dataset 

The sentiment dataset, which contains textual comments and their corresponding sentiment labels 

(e.g., positive, negative, neutral), is loaded into a DataFrame using pandas. This DataFrame is then 

examined to understand its structure, including the number of entries, the presence of any missing 

values, and the types of data contained in each column. This initial exploration helps in planning 

subsequent preprocessing steps. 

Visualize Sentiment Distribution 

To gain insights into the distribution of sentiment labels within the dataset, a bar graph is plotted. 

This visualization displays the frequency of each sentiment category, providing a clear picture of 

whether the dataset is balanced or skewed towards a particular sentiment. Such an analysis is 

crucial for understanding the potential biases in the dataset and their implications for model 

training. 
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Text Processing 

Process the Text Data 

Text data often requires significant preprocessing before it can be effectively used for analysis. 

This involves cleaning the text by removing unnecessary elements such as stopwords (common 

words like "and," "the," which do not contribute much meaning) and emoji icons, which can clutter 

the text and introduce noise into the data. 

Tokenize and Clean the Text Data 

Tokenization is the process of breaking down text into individual words or tokens. This step is 

essential for converting text into a format that can be processed by machine learning models. After 

tokenization, further cleaning is performed, which may involve removing punctuation and 

converting text to lowercase to ensure uniformity. 

Apply TF-IDF 

TF-IDF (Term Frequency-Inverse Document Frequency) is a statistical measure used to evaluate 

the importance of a word in a document relative to a collection of documents (corpus). This 

technique converts the text data into numeric vectors, capturing the significance of words based 

on their frequency and rarity. The transformed dataset, represented as TF-IDF vectors, is then 

ready for machine learning algorithms. 

Model Training 

Split the Dataset 

The dataset is divided into training and testing sets, typically with an 80-20 ratio. The training set 

is used to build and train machine learning models, while the testing set is reserved for evaluating 

their performance. This split is crucial for assessing how well the model generalizes to unseen 

data. 

Normalize the Numeric Vector 

To improve the performance of many machine learning algorithms, the numeric vectors 

representing the text data are normalized. Normalization involves scaling the data to ensure that 

all features contribute equally to the model’s predictions. StandardScaler, a common normalization 

technique, standardizes the features by removing the mean and scaling to unit variance. 

Train Various Machine Learning Models 

Several machine learning models are trained using the preprocessed dataset: 
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• Naive Bayes: A probabilistic classifier based on applying Bayes' theorem with strong 

independence assumptions. It is particularly effective for text classification tasks. 

• Random Forest: An ensemble learning method that constructs multiple decision trees 

during training and outputs the mode of the classes (classification) of the individual trees. 

• Decision Tree: A model that makes decisions based on answering a series of questions 

about the data, represented as a tree structure. 

• Support Vector Machine (SVM): A classifier that finds the optimal hyperplane which 

maximizes the margin between different classes. 

• Long Short-Term Memory (LSTM): A type of recurrent neural network (RNN) that is 

well-suited for sequence prediction tasks, such as sentiment analysis on text data. 

• Convolutional Neural Network (CNN): Typically used for image analysis but can be 

adapted for text analysis, CNNs capture spatial hierarchies in data through convolutional 

layers. 

Model Evaluation 

Evaluate Each Model’s Performance 

To assess the effectiveness of each model, performance metrics such as accuracy, precision, recall, 

and F1-score are calculated. Accuracy measures the proportion of correctly classified instances, 

while precision and recall provide insights into the model’s performance in identifying positive 

cases. The F1-score combines precision and recall into a single metric. Additionally, confusion 

matrices are displayed to provide a visual representation of the model’s performance, showing true 

positives, false positives, true negatives, and false negatives. 

Compare Performance 

A bar graph is used to compare the performance of all trained models. This graph visually 

represents metrics such as accuracy, precision, recall, and F1-score, making it easier to identify 

which model performs best under the given conditions. 

Results and Analysis 

Tabulate and Analyze Results 

The results obtained from each model are tabulated for a comprehensive analysis. This table 

includes performance metrics for each model, allowing for a side-by-side comparison. The 

analysis helps in identifying the strengths and weaknesses of each model, guiding further 

improvements or model selection. 

Discuss Strengths and Weaknesses 

Each model’s performance is discussed in terms of its strengths and weaknesses. For example, 

Naive Bayes might be very efficient and fast, but may not capture complex patterns as well as 
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LSTMs or CNNs. Random Forest and Decision Trees are generally robust and handle non-linear 

relationships, but may overfit on small datasets. SVMs can be effective in high-dimensional 

spaces, but may require significant computational resources. LSTMs and CNNs offer advanced 

capabilities for handling sequential and spatial data, respectively, but are more complex and 

resource-intensive. 

Predictions on Test Data 

Read Test Comments 

Test comments are read from a file and preprocessed similarly to the training data. This ensures 

consistency in data representation and prepares the test data for prediction. 

Predict Sentiment Using the Trained Model 

The trained Random Forest model (or another model chosen based on performance) is used to 

predict the sentiment of each test comment. The predictions are then displayed, providing insights 

into how well the model generalizes to new, unseen data. 

Facial Expression Detection 

Implement Facial Expression Detection 

Using OpenCV and a pre-trained model, facial expression detection is implemented. This involves 

analyzing video feeds or images to identify and classify facial expressions, such as happiness, 

sadness, or anger. The real-time video display helps in visualizing the detected expressions, 

enhancing understanding of emotional cues. 

Physical Activity Detection 

Implement Physical Activity Detection 

Physical activity detection is also implemented using OpenCV and a pre-trained model. This 

process involves analyzing video frames to detect specific activities, such as violent actions. The 

video frames with detected activities are displayed, providing a practical tool for monitoring and 

analyzing physical actions. 

These steps from data preprocessing to model deployment and evaluation provide a comprehensive 

approach to sentiment analysis and related tasks. The integration of facial expression and physical 

activity detection further extends the capabilities of the project, demonstrating the versatility of 

machine learning and computer vision techniques. 
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EVOLUTION:  

Precision: 

 

Recall (Sensitivity): 

 

F1 Score: 

 

Accuracy: 

 

RESULTS: 

 

Displaying different emotions and its count found in dataset 
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Converting all tweets into numeric vector using TFIDF algorithm  

 

 

Training Naïve Bayes algorithm got 80% accuracy  
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Training Random Forest got 100% accuracy 

 

Training decision tree got 100% accuracy 
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Training SVM got 93% accuracy 

 

Training LSTM got 100% accuracy 
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Training CNN got 99% accuracy 

 

All algorithms are performing best to detect emotion 

 

Prediction: 
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Predict emotions from the posts 

 

 

Violence detected 

CONCLUSION 

We successfully implemented various machine learning algorithms to detect emotions from textual data, 

achieving impressive accuracies across different models. Through preprocessing steps such as TFIDF 

transformation and data normalization, we effectively prepared our dataset. Notably, Naïve Bayes, Random 

Forest, Decision Tree, SVM, LSTM, and CNN all demonstrated remarkable performance, each achieving 

high accuracy levels. Additionally, our application seamlessly extended to detecting emotions in social 

media text with emoticons and predicting violence in videos. By leveraging these advancements, we have 

built a robust system capable of efficiently discerning emotions. This system offers potential applications 

in sentiment analysis, content moderation, and enhancing user experience across digital platforms. The 

success of these models highlights the versatility and power of machine learning in understanding and 

interpreting human emotions from diverse data sources. 
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