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 Abstract: The article emphasises major difficulties 

the healthcare industry has in safeguarding sensitive 

patient data inside software-defined networks 

(SDNs).  Cyber dangers are growing more 

complicated, hence strong security policies in 

healthcare apps are absolutely vital.  The research 

suggests a Cyberattack Detector based on Machine 

Learning (MCAD) as a remedy.  MCAD aims to find 

and react to a broad spectrum of cyberattacks in 

healthcare systems using machine learning 

techniques.  This work tackles the vital need of 

improving cybersecurity policies in healthcare 

applications.  Not only is protecting patient data and 

guaranteeing the dependability of healthcare 

networks vital to preserving patient health but also to 

preserving confidence in healthcare organisations.  

The project intends to strengthen the general security 

and resilience of healthcare systems by means of 

efficient cyber threat countering and network 

performance enhancement.  Included in this research 

as well were ensemble techniques as Stacking and 

Voting Classifiers, which were used to increase 

accuracy and attained 100% accuracy in cyberattack 

detection for Healthcare Systems using Software-

Defined Networking.  Created a simple Flask-based 

front end with safe authentication for practical use in 

healthcare environments. 

Index Terms - Network resilience, network 

management, intrusion detection system (IDS), 

software defined networking, healthcare, machine 

learning. 

1. INTRODUCTION 

SDNs have been widely used in various sectors over 

the last few years, mostly because of their benefits as 

dependable network technology enabling control and 

management of a network by disaggregating both 

control and data planes.  Unlike conventional 

networks, where the network just has application 

awareness, the SDN design offers more information 

on the state of the whole network from the controller 

to its applications.  Healthcare institutions have 

started using many infrastructure elements of the 

same kinds of off- the-shelf technologies, apps, and 

processes used by businesses from other sectors 

following the recent rapid development in 

information and communications technologies (ICT).  

Given the capacity of networked or Internet-

connected medical devices to enhance the efficiency 
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of asset management, communications, and 

electronic health records, among other needs, this 

outcome was anticipated. Moreover, the safety of 

systems and devices as well as user data 

confidentiality are the two main considerations in 

most information systems since, in a healthcare 

setting, confidentiality and safety are especially 

important given the demanding standards of the 

sector.  Thus, the present McAfee record underlined 

that networked medical tools could expose security 

holes in the medical industry's effort to include all the 

technical components connected to operational 

controls and networked infrastructure even if hospital 

equipment costs are projected.assess MCAD's 

performance against various machine learning 

algorithms and attack scenarios to bolster healthcare 

data security and network resilience. 

 

Fig 1 SDN Architecture 

2. LITERATURE SURVEY 

In the current era of emerging technologies, the 

healthcare sector is rapidly evolving through the 

integration of sensors, the Industrial Internet of 

Things (IIoT), and big data analytics. These 

advancements aim to enhance patient care and reduce 

healthcare costs by providing secure, affordable, and 

continuously improving medical services. However, 

alongside these benefits come challenges such as 

resource limitations, identity theft, and insider 

threats. Addressing these concerns requires intelligent 

systems that combine artificial intelligence, big data, 

and edge computing. 

 

To tackle these issues, a software-defined networking 

(SDN)-based framework for secure load migration in 

smart healthcare environments has been proposed. 

This framework utilizes SDN technology to ensure 

real-time protection against security attacks. The 

architecture includes three domains, each containing 

a virtual machine and multiple OpenFlow virtual 

switches. This setup facilitates the transfer of 

workloads from overloaded domains to underloaded 

ones, maintaining load balance while safeguarding 

against security threats during migration. The 

framework employs the RYU SDN controller for 

simulation and testing using Mininet and Wireshark 

for OpenFlow packet capture. The results 

demonstrate that the proposed algorithm achieves 

approximately 80% accuracy in securing healthcare 

data packets. 

 

Despite the benefits of centralized control in SDN—

such as easier policy management, improved 
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scalability, and programmability—this centralization 

also introduces vulnerabilities, particularly to internal 

or external denial-of-service (DoS) attacks. Research 

comparing popular SDN controllers reveals how 

internal DoS attacks targeting the southbound 

interface during the switch registration process can 

significantly impact the controller’s performance. 

Metrics such as CPU utilization and response time 

show notable degradation under such attack 

scenarios, highlighting the need for robust defense 

mechanisms during critical control plane operations. 

 

To further strengthen SDN security, an Intruder 

Detection System (IDS) integrated with an Artificial 

Neural Network (ANN), referred to as Snort + RNA, 

has been developed. Deployed in a hyperconverged 

data center environment, this IDS aims to mitigate 

active attacks on SDN infrastructure. Using the 

PDCA (Plan-Do-Check-Act) model from the 

ISO/IEC 27001 standard, the system demonstrates 

the capability to detect anomalies that signal ongoing 

attacks. Although it cannot analyze every incoming 

packet—particularly during high-volume DoS 

attacks—it successfully generates alerts and captures 

critical traffic data, contributing to the network's 

defense by flagging potential breaches and 

maintaining operational integrity.. 

3. METHODOLOGY 

i) Proposed Work: 

The suggested technology in the project is a Machine 

Learning-based Cyberattack Detector (MCAD) 

specifically meant to improve the cybersecurity of 

healthcare networks.  It protects the sensitive patient 

data in healthcare applications and networks by using 

machine learning algorithms to identify and react to a 

wide range of cyber threats.  MCAD is a good tool 

for fighting cyberattacks and strengthening network 

security because of its flexibility, real-time reaction, 

and thorough threat coverage.  Added and 

implemented an ensemble technique that combines 

the predictive power of individual models, notably 

Stacking Classifier and Voting Classifier.  

Remarkably, both classifiers got 100% accuracy, 

underlining the strength of the ensemble method in 

cyberattack detection inside Software-Defined 

Networking for Healthcare Systems[12,14,33].  We 

created a simple front end based on the Flask 

framework to enable more user testing.  User 

authentication tools in this interface guarantee safe 

access to the Cyberattacks Detector and improve the 

system's usefulness in actual healthcare 

environments.. 

ii) System Architecture: 

Phase 1: Proposing a Logical Network Topology: 

The model begins by designing a logical network 

topology for the healthcare system.  

Phase 2: Data Gathering: The model collects data for 

training and testing the machine learning (ML) model 

[19,42]. This includes different types of attacks 

(probe attack, exploit VNC port 5900 remote view 

vulnerability, and exploit Samba server vulnerability) 

as well as normal samples.  

Phase 3: Data Preprocessing: The collected data is 

preprocessed to prepare it for training the ML model.  

Phase 4: Training and Testing the ML Model: The 

ML model is trained and tested using various 
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classification algorithms such as KNN, decision tree 

(DT), random forest (RF), naive Bayes (NB), logistic 

regression (LR), adaptive boosting (adaboost), and 

xgboost (XGB). The model constructs a mapping 

function between inputs and outputs, detecting 

patterns and minimizing errors. The performance is 

measured in terms of accuracy [19,42].  

Phase 5: Deployment of the project : The trained ML 

model is deployed on user interface . This allows the 

model to be implemented in real-time systems, 

ensuring the overall quality of the healthcare system. 

 

Fig 2 Proposed Architecture 

iii) Dataset collection: 

MCAD-SDN Dataset: You explore the MCAD-SDN 

dataset, which likely contains relevant information 

about network traffic, cyber threats, and other 

attributes. This step involves gaining an 

understanding of the dataset's structure, size, and 

content. 

 

Fig 2 MCAD – SDN dataset 

iv) Data Processing: 

Data processing is the conversion of unprocessed 

data into useful business information.  Usually, data 

scientists handle data by gathering, arranging, 

cleaning, validating, analysing, and transforming it 

into readable representations like graphs or papers.  

There are three ways to process data: manual, 

mechanical, and electronic.  The goal is to raise the 

information value and help decisions to be made.  

This helps companies to enhance their operations and 

make quick strategic choices.  Computer software 

development is one example of automated data 

processing that helps greatly with this.  For quality 

control and decision-making, it can help transform 

significant quantities of data—including big data—

into relevant insights.. 

v) Feature selection: 

Feature selection is the process of isolating the most 

consistent, non-redundant, and relevant features to 

use in model construction. Methodically reducing the 

size of datasets is important as the size and variety of 

datasets continue to grow. The main goal of feature 

selection is to improve the performance of a 
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predictive model and reduce the computational cost 

of modeling. 

Feature selection, one of the main components of 

feature engineering, is the process of selecting the 

most important features to input in machine learning 

algorithms. Feature selection techniques are 

employed to reduce the number of input variables by 

eliminating redundant or irrelevant features and 

narrowing down the set of features to those most 

relevant to the machine learning model. The main 

benefits of performing feature selection in advance, 

rather than letting the machine learning model figure 

out which features are most important. 

4. EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of 

correctly classified instances or samples among the 

ones classified as positives. Thus, the formula to 

calculate the precision is given by: 

Precision = True positives/ (True positives + False 

positives) = TP/(TP + FP) 

 

 

Fig 3 Precision comparison graph 

Recall: Recall is a metric in machine learning that 

measures the ability of a model to identify all 

relevant instances of a particular class. It is the ratio 

of correctly predicted positive observations to the 

total actual positives, providing insights into a 

model's completeness in capturing instances of a 

given class. 

 

 

Fig 4  Recall comparison graph 

Accuracy: Accuracy is the proportion of correct 

predictions in a classification task, measuring the 

overall correctness of a model's predictions. 

 

 

Fig 5 Accuracy graph 



 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 54, Issue 4, April : 2025 
 

UGC CARE Group-1                                                                                                   559 

F1 Score: The F1 Score is the harmonic mean of 

precision and recall, offering a balanced measure that 

considers both false positives and false negatives, 

making it suitable for imbalanced datasets. 

 

 

Fig 6 F1Score 

 

Fig 7 Performance Evaluation  

 

Fig 8 User input 

 

Fig 15 Predict result for given input 

5. CONCLUSION 
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By using machine learning methods, the research has 

effectively created a strong cyberattack detection 

system, hence improving cybersecurity.  Examining 

the MCAD-SDN dataset in depth, we performed 

necessary data preprocessing activities including 

feature selection and encoding, therefore confirming 

the dataset's preparedness for analysis.  Aiming to 

find a good cyberattack detection solution, we 

carefully evaluated several machine learning models, 

including ensemble techniques, to determine their 

accuracy and appropriateness for spotting 

cyberattacks.  Among the many models examined, 

the ensemble algorithm, Stacking and Voting 

Classifiers with a 100% accuracy rate, shows its 

strength and effectiveness as an advanced cyberattack 

detection solution for protecting healthcare Software-

Defined Networking systems [37].  This initiative is a 

major advancement in strengthening cybersecurity 

policies and protecting against changing digital 

environment threats. 

6. FUTURE SCOPE 

Research may be done further to investigate the use 

of the machine learning-based cyberattack detector 

(MCAD) in other industries outside healthcare, such 

finance, transportation, or critical infrastructure, to 

strengthen their cyber threat protection [35,37,42].  

Testing the MCAD with a bigger and more varied 

dataset of both normal and attack traffic, as well as 

other machine learning techniques, allows one to 

assess and optimise its performance.  The real-time 

capabilities, scalability, and flexibility to changing 

cyber threats of the MCAD can be the subject of 

ongoing development and improvement.  The 

execution and standardisation of the MCAD in 

healthcare systems and other vital sectors can be 

aided by cooperation with regulatory authorities, 

industry players, and cybersecurity professionals.. 
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