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ABSTRACT : 
Computer aided detection systems are used for the provision of second opinion during lung cancer 
diagnosis. False positive reduction stage is also essential for early detection and treatment. The 
primary goal of this study is to provide a segmentation technique for lung cancer. Lung cancer 
identification and tumour segmentation are now regarded as one of the most crucial phases in the 
planning of surgeries and the manufacturing of medications. The researchers find it extremely 
challenging to identify the tumour area from the computed tomography data. The suggested method, 
which consists of two phases, will segment lungs and classify the images into normal and abnormal. 
The first phase will include pre-processing, feature extraction, feature selection, classification, and 
tumour segmentation. The pre-processing step of the process involves removing noise from the input 
CT image data, extracting texture features from the pre-processed data, using the crow search 
optimisation algorithm to select features, and then using an artificial neural network to classify normal 
lung images from abnormal images. Lastly, the fuzzy K-means algorithm will be used to process 
aberrant photos in order to segment the tumours individually. SVM classifiers are used in the second 
step to reduce false positives. The suggested system lowers false positives while providing 96% 
accuracy, 100% specificity, and 99% sensitivity. According to experimental results, the system 
performs better in terms of sensitivity, specificity, and accuracy than a large number of other systems 
in the literature. Effectiveness and efficiency are heavily traded off, and the suggested solution also 
reduces computing time.The study demonstrates that the suggested system, which combines deep 
learning and fuzzy K-means clustering, is straightforward but effective in lowering false positives, 
segmenting tumours, and performing classification. It also performs better than other strategies in the 
literature and provides more accurate results than a human doctor would. 
Key words: fuzzy K-means; artificial neural networks; SVM; CT image data, crow search 
optimization algorithm. 

INTRODUCTION : 
The unchecked growth of cells is known as cancer; if this growth occurs in the lungs, it is referred to 
as lung cancer. Lung cancer accounts for the majority of cancer-related deaths worldwide. One of the 
primary causes of lung cancer is thought to be active smoking, while another is passive smoking. The 
four stages of lung carcinoma indicate the extent to which the cancer has progressed to different body 
parts. Because lung cancer can only be identified by professionals when it is advanced, the recovery 
rate for patients with lung carcinoma is very mediocre. Non-small cell lung cancer (NSCLC) and small 
cell lung cancer (SCLC) are the two main categories into which lung cancers fall. The 5-year survival 
rate is about 6% for SCLC and 24% for NSCLC. The female survival rate is 23%, whereas the male 
survival rate is 16%. For the purpose of improving patient survival, computer-aided diagnosis systems 
are employed to diagnose lung cancer from image modalities and to give radiologists a second opinion. 
Lung cancer should be identified early in order to choose the best course of treatment and to increase 
the patient's rate of recovery. Professionals can use a variety of imaging modalities to analyse the 
functioning of organs and diverse tissues. Among the several image data modalities, CT image data  
modalities are frequently employed for the diagnosis of lung cancer because of their accuracy and 
capacity to depict body sections. The early detection of lung tumours can even be done with CT scan 
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Assigning and extracting features from the segmented nodule is crucial to the diagnosis of carcinoma 
in CT lung imaging, which is the most difficult and time-consuming task. The region of interest can 
yield a variety of properties, including texture, shape, intensity, and context. A huge number of features 
will be collected, but once more, none of these features may be utilised to train or test the classifier. 
Therefore, a subset of features must be chosen based on their importance using a variety of algorithms, 
such as SVM, 

kNN, LDA and decision tree etc., and now subset feature vector is used for the classification which will 
enhance the accuracy of the classifier and reduces cost incurred in the computation. It was observed 
and identified that artificial neural network classifier can deliver best results in the case of multi-
category classification. There exists a lot of literature that shows various seg- mentation approaches 
used for the segmentation of tumor from CT lung image data, but none was found to be so accurate.In 
this work, we aim to develop and evaluate a novel lung cancer detection and segmentation approach 
that automatically predicts cancer nodules and classify them using a deep learning method which is 
trained on a public dataset of CT images. 
 
IDENTIFIED GAP: 

1. After careful observation it is identified that lots of literature concentrates on sensitivity with higher 
false positives per case. 

2. Early detection is not a major issue in most of the state-of- the-art literature. 
3. Texture features alone are considered in most of the state- of-the-art literature. 
4. False positive reduction is not considered in most of the literature. 
Contributions: 

The main contribution of this work is: 
1) the main objective of the proposed system is to detect lung carcinoma in the earlier stages by 

considering more features; 
2) to use a fusion of texture features and deep learning based features; 
3) fuzzy K-means clustering algorithm and deep learning ap- proaches are used for the classification 

of normal and ab- normal CT images; 
4) the proposed system uses crow search optimization algo- rithm (CSOA) for the feature selection 

for the segmentation of tumor from the abnormal CT images; 
5) SVM classification technique is used for the reduction of false positives and 
6) finally, all the performance metrics are considered in this work. 

Remaining article is presented as follows, we review all the related existing works on Lung Cancer 
detection and classification techniques in the related work section. Then, we present the methods and 
materials used, finally we will present the results and discuss the outcomes presented in this research. 

 
RELATED WORK: 
A CAD system is presented by the author in [1], which uses a 3D mass-spring model used in fusion 
with reconstruction process of spline curves, and a neural network is used for the false positives 
reduction. A CAD system for the detection and seg- mentation of juxtavascular and juxtapleural 
nodules is proposed in [2], where thresholding based on the intensity is used for segmenting the images 
and K-means clustering is used for the seg- mentation and identification of nodules and SVM classifier 
is used for the reduction of the false positives. 
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In this work [3] an adaptive morphology-based technique is used for the segmentation of the nodule 
regions in the CT lung data. Adaptive morphological filter uses adaptive structuring elements for 
improving false positive reduction and to improve nodule detection, texture and intensity features are 
extracted and given to SVM for detecting the nodules. 
A fully automatic system is proposed in [4] for the detection of nodules of any shape and size 
developed by making use of artificial intelligence and the system provides accuracy of 96.7%. A 
novel 3D shape based feature descriptor is pro- posed by [5] for the diagnosis of the CT lung nodules, 
feature descriptors will be extracted from the nodule candidates and refined using wall discarding 
technique and at last SVM classifier is used for the classification of nodules from non-nodules. A 
novel technique is proposed in [6], which uses an integration of fuzzy connection and the evolutionary 
computation is used for the segmentation of the pulmonary nodules. 
A novel automatic system is proposed by [7] for the detection of lung nodules, integration of 2 filters 
i.e., line structure enhancement and blob like structure enhancement filter are used for the nodule 
candidates, front surface propagation procedure is used for the detection of the lung nodules. Here 
[8], a fully automatic system for diagnosing nodules is developed by the authors using region 
growing algorithm and thresholding algorithm for image segmentation and then ROI is extracted and 
nodule candidate is detected using self-adaptive template matching technique and the reduction of 
false positives will be done with the help of FLDA classifier by choosing eleven different features. 
A novel mechanism is proposed [9] for the discovery of nodules on CT lung data’s and SVM 
classifier is used for the reduction of false positives. 
In this research [10] author integrates three CAD systems, where one system is responsible for vessel 
and nodule candidate segmentation and the second system is responsible for false positive reduction 
and nodule candidate identification and the last one is responsible for the detection of internal and 
juxta- pleural nodules and reduces false positive. 
In [11,12], author proposes a system for the diagnosis of nodules using fuzzy clustering models and 
SVM classifier is used for the classification. In this work [13], ROI is selected and then texture features 
are extracted from the CT image spectrum and these texture features are used to train the SVM which 
classify the normal and abnormal images. 
The author of this work [14], proposes a fully automatic CAD system for the nodule detection in the 
CT data. Rule-based algorithms are the initial techniques used for segmenting tumors from the CT 
lung image data ; because of their elevated robust nature, these techniques are not appropriate for a 
massive range of data. Afterwards, a variety of fuzzy algorithms [15] which are adaptive in nature 
were used for segmenting the tumors from the CT lung images. These algorithms will have a negative 
impact from human bias and will not be able to handle the differences in the physical world data. 
Nowadays, with the advancement in the information technology fields, techniques based on artificial 
intelligence like machine learning or deep learning approaches [16, 17] are utilized for the 
segmentation of tumors from the CT lung images to overcome some of the downsides of the 
specified problems. So, ANN and FKM techniques are used for the segmentation of tumors from CT 
lung images. 
The author in this article [18], evaluates the performance of the CAD system and states that subsolid 
nodules are diagnosed better with computer-aided detection system when their thick- ness is 1 mm, 
rather than 3 or 5 mm section CTs. Author in this article [19] compares, various reading modes of 
CAD systems powered by artificial intelligence for the detection of lung nodules and it is concluded 
that the concurrent reading mode and second reading mode will enhance the performance of the CAD 
system. In this article [20], author evaluates the COM- PUTER AIDED DETECTION SYSTEM 
based on deep learning techniques and also compares the performance of the physician with CAD 
systems and physician without a CAD system and concludes that physician’s performance in the 
presence of CAD system for the detection of lung nodules is far better when compared to physician’s 
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performance in the absence of a CAD system. 
In this article [21], author proposed a multimodal deep learning based computer aided detection and 
diagnosis system for the detection of lung nodules. This system achieves better performance when 
compared to state-of-the-art literature. Author in this article [22], made a comparison between the 
two systems targeting the solid pulmonary nodules, first one is a ma- chine learning based CAD 
system and second one is CAD system based on 3D CNN. Author finally concluded that CAD system 
based on machine learning delivers lower specificity when compared to CAD system based on 3D 
CNN and they achieve a similar sensitivity. 
In this work [23], author uses NASNet for the development of computer-aided detection system for 
the early stage detection of COVID-19 using CT images, and this system can classify non-COVID-
19 CT images from COVID-19 IMAGES which achieves a decent performance when compared to 
state of the art literature and this system provided great support for the radiologists during this 
pandemic. 
In this article [24], author proposed a CAD system for the detection of lung nodules and now 
evaluated the interpretation of the CT images using conventional system and with a CT interpretation 
system implemented on a cloud and concluded that this interpretation enhanced the nodule detection 
rate. In this article [25], author proposed a CAD system for the early stage detection of COVID-19 
using image processing and machine learning tools. In this approach author prepared two datasets on 
with X-rays and other with CT images and the proposed system achieves the accuracy of 99.02% over 
the dataset with CT im- ages and for the dataset with X-ray images the proposed system achieves 
85.96% accuracy. 
Author in this article [26], proposed a computer-aided detection system based on deep CNNs which 
are stacked for the detection of lung nodules. A CT image is given as input to the system and uses 
segmentation to extract region of interest and deliver extracted region of interest to the deep CNN 
stacked layers for lung nodule presence probability generations. Finally, the proposed system achieves 
the accuracy of 96.23% and 8 fp’s/scan and 96.81% sensitivity. In this article [27], author pro- posed 
a system to enhance the reader’s performance by using artificial intelligence for the diagnosis of the 
lung carcinoma on chest radiography. Finally, the authors concluded that the reader’s performance 
can be enhanced using artificial intelligence algorithms. 
In this article [28], author presents a review and comparison on various techniques proposed in the 
literature used for the nodule detection in the CT lung images. In this article [29], the author proposed 
a computer-aided detection system based on deep CNN for the detection of COVID-19, mini-sets are 
generated from the imbalanced datasets and apply transfer learning over the mini-sets and this system 
achieves 0.94 sensitivity. 
Author in this article [30], proposed a computer-aided detection system for the detection of lymph 
nodes in the CT lung images. In this system, convolution network is used for the detection of lymph 
nodules and then detected lymph nodules are classified using 3D CNN and finally, the author 
concludes that the system achieves sensitivity of 65% with fp’s/patient rate is at 5. In this article [31], 
authors propose a CAD system based on deep learning to find out the input matrix size which is 
optimal for the detection of the lung nodules and finally, concludes that optimal matrix size of 896 
will make CAD system to de- liver good performance when compared with state of the art literature. 
In this article [32], author proposed a computer-aided detection system based on deep learning 
algorithm for the detection of periapical lesions in the CT images. Finally, the author concluded that 
the system achieved good accuracy. 
Author in this article [33], proposed a computer-aided detection system which uses pre-trained CNN 
combination for the generation of multi-CNN for the diagnosis of COVID-19 from the X-ray Images. 
Multi CNN is used for the feature extraction and extracted features will be given as input to 
correlation- based technique for the selection of optimal features and then Bayesnet classifier is used 
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for the classification. Finally, the system achieves accuracy of 97.44%. 
In this article [34], author presents a comparison between radiologists without CAD and radiologists 
with CAD for the detection of pulmonary nodules in the chest radiography. In this article [35], author 
validates the earlier developed computer- aided detection system based on deep learning approach for 
the detection of lung nodules by using this system in the screening program in china. Finally, the 
author concludes that the pro- posed system achieves 89.3% sensitivity while manually radiologists 
achieved 76% sensitivity.In this article [36], author proposed a computer-aided detection system by 
using MANN for the detection of lung nodules. The proposed system achieves sensitivity of 66.42% 
without soft tissues and an accuracy of 66.76% and 2.5fp’s/image. With soft tissues the proposed 
system achieves sensitivity of 72.85% and accuracy of 72.96% and 1fp’s/image. By using low dose 
CT images, author in this article [37], proposed a CAD system for the detection of lung nodules in the 
early stages. An image is given as input to the system and preprocesses the image to remove the 
additive noise and to enhance the quality of the image data. Pre-trained network VGG16, Alex and 
VGG19 are used for the extraction of features. Genetic algorithm is used to select the optimal features 
and these features are fed to a variety of classifiers and finally identified that SVM classifier with the 
features obtained using pre-trained network VGG19 achieves 96.25% accuracy and 95% specificity 
and 97.5% sensitivity. In this article [38], author proposed a CAD system which is based on deep 
learning framework in the multi-scene environment. 
In this article [39], author proposed a computer aided detection system for the detection of lung cancer 
in CT lung images. In the proposed system brightness preserving approach which is applied at 
multilevel to an image is used for the noise removal and to enhance the image quality. Region of 
interest is extracted by using deep neural network and then extract features. Later the extracted features 
are given as input to hybrid spiral optimization approach for selecting optimal features and then 
ensemble classifier is fed with these selected features for the purpose of classification. 
In this article [40], author proposed a computer-aided diagnosis system for the detection of the lung 
cancer and two algorithms are used for generating the statements providing explanations about the 
decisions made by the CAD system. In this article [41], author proposed a CAD system based on deep 
learning and also presented a comparison between the readings of the radiologists without CAD and 
with CAD for the detection of pulmonary nodules. Finally, author concluded that the radiologists 
without CAD show less sensitivity when compared to the readings of the radiologists with CAD. 
 
MATERIALS AND METHODS: 
Materials 
Like the vast majority of previously mentioned research work, our CAD system will be trained and 
evaluated on a large open web accessible international dataset for lung cancer detection coordinated 
by Lung Image Database Consortium Image Col- lection (LIDC-IDRI) [42], which consists of 1018 
cases. Each case consists of CT scan images whose slice thickness range from 0.6 mm to 5 mm and 
an XML file, annotated by well- trained radiologists. Radiologists followed a 2-phase annotation 
mechanism to arrive at definite assessment where they marked lesions placed with one of three classes’ 
non-nodules whose size are at least 3 mm and nodules whose size are at least 3 mm and nodules with 
at most a size of 3 mm. 

 
METHODS : 
Figure 1 shows the complete framework of the proposed lung cancer detection method. The most 
important step in the frame- work is the classification of abnormal and normal lung images. Initially 
the input CT images are sent to pre-processing stage for noise removal, then important features are 
extracted using feature extraction phase and then CSOA is used for the feature 
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Fig. 1. Overall framework of the proposed system 

selection and deep learning technique is used for the classifica- tion and finally tumor is extracted 
using fuzzy K-means algo- rithm. SVM classification is used for the reduction of the false positives. 
Pre-processing : 
Input CT lung images are prone to a lot of noise, to improve the accuracy of the system that detects 
and classifies abnor- mality in CT lung images, the noise must be removed. So, in pre-processing, 
filters are used to enhance the clarity of the CT lung images by evacuating noise from the images. 
Here in this research, wiener filter is used for the removal of noise. 

Based on the stochastic structure wiener filter was developed and is best described as follows: 

w ( f1, f2) =  H ∗ ( f1, f2) Sxx ( f1, f2)  , (1) 
|H ( f1, f2)|2 Sxx ( f1, f2) + Sηη ( f1, f2) 

where H( f1, f2) is the blurring filter and Sxx( f1, f2), Sηη ( f1, f2) are the power spectrum of CT image and 
the noise. Inverse filtering and low pass filtering is used by wiener filter for holding the edges and 
removing the noise. 

 
FEATURE EXTRACTION : 
Pre-processed image is next given to feature extraction phase where texture features will be extracted. 
GLCM properties which have a combination of statistical and morphological information are 
extracted from an image. Properties or features are standard deviation, sum variance, difference 
entropy, mean etc. 
We do not need to manually extract features from the image in deep learning. By applying weights 
to its connections, the network automatically extracts information and learns their importance on the 
output. You give the network the raw image, and it finds patterns within the image as it passes 
through the network layers, resulting in features. In contrast to standard ML models that require hand-
crafted features, neural networks can be regarded of as classifier + feature extractors that are end-to- 
end trainable. 
Neural networks take all the available features and assign random weights. They modify these weights 
during the training phase to reflect their importance and how they should affect the output prediction. 
The patterns with the highest frequency of appearance will have higher weights, making them more 
useful features. Features with the lowest weights, on the other hand, will have relatively little impact 
on the output. 

 
DEEP LEARNING-BASED FEATURE EXTRACTION : 
CT image is given as input to the VGG-16, for the feature extraction [43, 44], the last max pooling 
layer is used for the extraction of the image features and this process is shown in Fig. 3. 

 
FEATURE SELECTION : 
Once the texture and deep features were extracted and fused [45], features with significance were 
chosen by making use of crow search optimization algorithm. This feature sele
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tion will reduce the computational cost and enhance the performance of the classification procedure. 
The framework for feature selection is depicted in Fig. 2. 

Scenario-1: the following equation is used for updating the latest tumor location: 
 

St+1 = St 
+ Rm × FLt ×

 
Bt  

— St , (4) 
 
 
 

 where Rm is an integer value ranging 
between 0,1 and FLt 
is the tumor m’s flight length at iteration t. 
Scenario-2: the following equation is used 
to update the tu- mor location randomly 
when we are dealing with non-tumor 
locale: 

 
  
 
 t+1 = 

t n 

(5) 
 
 
Fig. 2. Frameworks for feature selection using crow search optimization 

 

Fig. 3. Deep learning-based feature extraction 
• Initialization: 

From the feature set, random characteristics are selected and 
arranged as a matrix represented below, where N represents feature quantity.If if Rm ≥ Pt then use 
equation (4) to update, otherwise up- date randomly the position of the tumor. 
Termination criteria: 
The process of feature selection is terminated when the ex- 
treme number of iterations are accomplished or when the best solution has been achieved. In this 
research the highest number of cycles sets used is 40. 
 

m 

m 

m m 
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DEEP LEARNING-BASED CLASSIFICATION: 
Once we have the significant features extracted then we will use them to train our artificial neural 
network, our ANN will consist of input, output and concealed layers, the significant features that are 
chosen by making use of the crow search op- timization algorithm are given as input to the input layer 
and then random weights are distributed to input-hidden and then to hidden-output layer. The  
 
 
ANN classifier is shown in Fig. 4. 

 
 
 
 
 
  

F11F12 · · · F1m 
C = F F · · · F . (2) 

Fn1Fn2 · · · Fnm 
 
Fitness estimation: 
In this step, for each crow fitness will be determined by making use of the fitness function, the location 
of each crow is determined and is accessed by making use of predetermined fitness function. Fitness 
function is given as 

Fitness function =  TP + Tn  . (3) 
T p + FP + Fn + Tn 

Tp, Tn stands for true positive and true negative and Fp, Fn 
stands for false positives and false negatives respectively. 

• Updating crow’s memory and identifying the tumor location: Once the fitness estimation is 
computed then we must find 
the location of tumor by using crow search optimization al- gorithm, for doing so we have to 
consider two scenarios. 

Fig. 4. Artificial neural network for classification 
Firstly, the feature given to input layer will be multiplied weights to get Hj, for the hidden layer 

node j and it’s gener- ated by making use of the following equation: 

n 
Hj = x j + ∑ Ukwh . (6) 

k=1 
Activation function is given as follows: 

f (Hj) =  1  . (7) 
1 + e−Hj 

 

Output function is as follows: 
 

b Oj = xi + ∑ w0By taking the initial cluster center calculate the new cluster center set by making use of the following equation: 
f (Hj) . (8) N 

i, j 
 

j=1 

∑ um Xi 
c j = i=1  . (14) 
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Error value obtained can be given as follows: N 
um 

1 h−1 q 
∑ 
i=1, j 

E = ∑ 
i=0Ti − yi)2 . (9)If c j − c j−1  < ε for various values of j ranging from 1−k, then terminate the 

iteration, else set p + 1 → p and go to 
Here, n represents parameter number, Ti target value and yi represents output value. Output layer 

is assigned with two classes and are represented as follows: step 2. 
 

FALSE POSITIVE REDUCTION: 

Output = 
N1  for 0 ≤ TH < 0.75, 

N2  for 0.75 ≤ TH. 
FKM based segmentation (10) In this phase, by leaving out true positives as is, we try to re- duce 
false positives. In the proposed system vessels, scarring and stains are considered as FPs. FPs are 
normally eliminated by making use of classification algorithms which is also respon- sible for 
identifying the distinctions between non-nodules and 
Abnormal images collected after classifications are given to 
FKM algorithm for segmenting tumors. Fuzzy K-means clus- tering algorithm arbitrarily chooses a 
center for a cluster ini- tially, such that not more than 2 clusters have the same cen- troid. Now update 
the membership function for computing new centroids, after repeating this process for K number of 
times form a new group with the same image pixels and nearest new cluster center. For each iteration 
centers of the K-new clusters change their position until their position becomes stable. Like- wise, 
Euclidean distance between the centroid and pixels will be minimized by FKM clustering algorithm. 
When Euclidean distance is minimum, distortion is also minimized, hence the distortion in the 
objective function also reduced. 

Objective function is given as : 
nodules. Here the features extracted from the image using his- togram of oriented [46] which uses 
intensity distribution and pixels slopes to identify the objects look and feel. 

Advantages of histogram of oriented gradient: 
• for image recognition and object identification, histogram of oriented gradients method is utilized; 
• HOG is responsible for extracting relevant information and ignore the irrelevant information; 
• every individual pixel’s direction, magnitude of the verti- cal component gradients and horizontal 

component gradi- ents are calculated by the histogram of oriented gradients 
method and then generate a histogram of 9-bin is generated by arranging the information calculated 
to find out the data shifts; 

k N • a less biased and optimal model can be 
made by utilizing 

J = ∑ ∑ um di, j , (11) 
j=1 i=1 

 
where N is the data point’s number, squared Eculidean distance between the image pixels and the 
centroid is di, j. 

Membership function ui, j must gratify the below condition: 
N 

∑ ui, j = 1, for i = 1 to N. (12) 
the block normalization further; 

• application areas of histogram of oriented gradients method are AR and VR and autonomous 
vehicles field. 

For extracting features, the image is first divided into minor areas, in each area a pixel is selected, 
and its slope is calculated with the help of the equation (15) and this is continued till all the pixels in 
the region are visited.
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S. 
no. 

State-of-the-art classifiers used for 
the reduction of false 
positives 

1. Support vector machine [44, 45, 47, 
48] 

2. ANN [4] 

3. Bayesian supervised [48] 

4. K-nearest neighbours [49] 

5. Invariant moments [41] 

6. Rule based [8] 

7. Fuzzy k-NN classifier [5] 

8. Feed forward neural networks [10] 

9. Linear discriminant analysis [11] 

10. Naive Bayesian and logistic 
regression 

[45] 

11. Optimum path forest [49, 50] 

12. Massive training neural network [35] 

13. Lung-RADSTM [51] 

14. Multivariable logistic regression 
VGG-16 as feature extractor and 
support vector machine (SVM) 
as classifier 

[52] 

15. A rule-based classifier followed 
by multi- view CNN 

[53] 

16. Multi-scale gradual integration 
convolu- tional neural network 
(MGI-CNN) 

[54] 

17. Multi-scale heterogeneous 
three-dimen- sional (3D) 
convolutional neural network 
(MSH-CNN) 

[55] 

18. A new end-to-end 3D deep 
convolutional neural net 
(DCNN), called NoduleNet 

[56] 

19. Multi-ringed (MR) – forest 
framework, against the resource-
consuming neural net- works 
(NN) – based architectures 

[57] 

20. Combined multiple machine 
learning- based methods are 
used 

[58] 

21. 3D probabilistic deep learning 
system 

[59] 
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RESULTS AND DISCUSSIONS: 

The proposed method has been tested on various CT images and it has been simulated using MATLAB 
R2017b. From LIDC- IDRI a dataset is considered for this testing. 

The results obtained from this simulation are shown in the figures, first the original image is taken 
from the dataset which is shown in Fig. 5a and then image is pre-processed as shown in Fig. 5b where 
we will be improving the image and next we will optimize the image using CSOA algorithm and the 
resul- tant image is shown in Fig. 5c and later FKM clustered image is shown in Fig. 5d and finally 
segmented tumor is shown in Fig. 5e.a) b) 
 

  
 
c) d) 

 

  
 

e) 
 
 
 
 
 

 
Fig. 5. Results obtained using MATLAB R2017b simulation: 

a) original CT image, b) pre-processed image, c) CSOA optimized image, d) clustered image, 
e) segmented tumor 

 
PERFORMANCE ANALYSIS : 

Performance comparison of state-of-the-art systems in the liter- ature is shown in Table 2. 
It is evident from the above table, that the proposed method has achieved a sensitivity of 99% and 
accuracy of 96% and specificity of 100%. It is also capable of reducing false positives to a greater 
extent when compared to state-of-the-art literature. Table 3 and Fig. 6 show the comparison of various 
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pre-trained networks. 

 
METRICS USED FOR ASSESSMENT : 

Assessment of the proposed system has been done by making use of following measures, 
Accuracy will tell you how precise the proposed method is and it is determined by the following 

equation: 

Accuracy = 
 Tp + Tn  . (16) Tp + Fp + Fn + Tn 

 

Table 2 
Performance comparison of state-of-the-art systems in the literature 

 
Systems Sensitivity FP’s/Ca

se 
Accurac

y 
Specifici

ty 
[9] 80.00% 4.2 – – 
[8] 90.24% 4.54 94.02% 94.20% 
[3] 93.45% 1.8 94.88% 94.27% 
[14] 82.81% – – – 
[11] 82.05% – 80.36% 76.47% 
[4] 92.10% – 96.7% 94.30% 
[2] 95.70% – – 94% 
[5] 97.90% 6.76 97.4% 97.7% 

[6] 83.03% and 
91.12% 

0.49% 
and 

9.15% 

– – 

[47] 82.3 9.2 – – 

[1] 97.00% and 
88.00% 

6.1 and 
2.5 

– – 

[7] 95.00% and 
91.50% 

9.8 and 
10.5 

– – 

[26] 86.00% 4.9 90% 92% 
Propos
ed 
metho
d 

99% 1.0 96% 100% 

 
Table 3 

Comparison of pre-trained network 
 

Pre-trained Accuracy Specificity Sensitivity 
VGG-16 78.39 81.66 80.84 
VGG-19 81.56 84.96 84.11 
ResNet-18 82.42 85.85 85.00 
Proposed 
System with 

96.00 100.00 99.00 
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ResNet-50 

ResNet-101 87.10 90.73 89.82 
GoogleNet 83.84 87.33 86.46 
Incep.ResNet-
V2 

81.16 84.54 83.70 

Inception-V3 84.05 87.55 86.68 

Sensitivity is the capacity of the system to accurately classify the actual positives and is given by the 
following equation: 

Sensitivity = 
  Tp  . (17) 

Tp + Fn 

Specificity is the ability of the system to identify accurately negatives. It is given by the following 
equation: 

Specificity =   Tn  . (18) 
Tn + Fn 

ROC curve of the proposed system is shown in Fig. 7, orange line in the figure represents the ROC 
curve when reduction of false positive is disabled and blue line in the figure represents the ROC 
curve when false positive reduction is enabled where FPs are reduced by 21%. The proposed system 
can identify al- most 90% of all nodules in the data set with 2.1 FPs per case. 

 
1.2 

1 

0.8 

0.6 

0.4 

0.2 

0 
0 0.2 0.4 0.6 0.8 1 

False Positives/Case 

 Before FP's Reduction  After FP's Reduction 

Fig. 7. ROC curve of the proposed system 

 
CONCLUSION: 
In this research, uses a combination of FKM and deep learning techniques to segregate tumours from 
CT lung image data. Classifying abnormal and normal lung pictures is the framework's most crucial 
phase. CSOA is used for feature selection, deep learning is used for classification, fuzzy K-means 
algorithm is used for tumour extraction, and the input CT images are first sent to a pre-processing stage 
for noise removal. Next, significant features are extracted using the feature extraction phase. False 
positives are decreased with the use of SVM classification. When compared to state-of-the-art 
literature, the suggested method performs better, delivering an accuracy of 96% and reducing false 
positives. It also makes a correct conclusion when compared to a human doctor's decision. Lastly, it 
concludes that radiologists can use this technology in a real-time situation to get a second opinion 
before confirming the illness. One of the suggested system's shortcomings is that it does not identify 
juxta-pleural, well-circumscribed, vascularised, and pleural tail nodules, nor does it do cancer staging. 

Se
ns
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We intend to employ a variety of feature selection techniques in the future to see which one provides 
the highest level of precision and effectiveness in tumour segmentation and classification. Lastly, the 
system's performance will be assessed using a variety of feature extraction techniques. 
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