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ABSTRACT  : 
Accurate and automated segmentation of brain tumors in 3D Magnetic Resonance Imaging (MRI) is 
a critical task in medical image analysis, significantly aiding clinical diagnosis and treatment 
planning. In this study, we propose an optimized 3D U-Net-based framework tailored for the 
segmentation of brain tumor sub-regions using the BraTS 2020 dataset. Our approach emphasizes 
architectural simplicity while integrating key enhancements such as tumor-aware slice selection, 
combined Dice-CrossEntropy loss, and automatic mixed precision (AMP) training to ensure both 
high accuracy and computational efficiency. The model achieves superior performance, attaining an 
average Dice coefficient of 98.9% on the validation set, surpassing several recent complex 
architectures in accuracy and stability. We further provide comprehensive training analytics 
including loss and Dice progression, learning rate scheduling, and parameter distribution across 
network layers. The proposed model’s robustness is visualized through qualitative prediction 
examples demonstrating close alignment with ground truth annotations. This work illustrates that 
carefully tuned training strategies and efficient model design can yield state-of-the-art results without 
the need for overly complex architectures, thereby promoting scalability and real-world clinical 
applicability. 
Keywords: Brain Tumor Segmentation, 3D MRI, U-Net Architecture, Deep Learning, Medical 
Image Analysis, Glioma Detection, BraTS 2020, Semantic Segmentation, Dice Coefficient, 
Automatic Diagnosis. 
 
INTRODUCTION : 
Brain tumors are a serious health condition caused by abnormal growth of cells within the brain, and 
they can drastically affect a patient’s cognitive and physical abilities[1]. MRI (Magnetic Resonance 
Imaging) scans are commonly used to detect and analyze these tumors due to their excellent tissue 
contrast and non-invasive nature. However, analyzing large 3D MRI volumes manually is a 
challenging task. It requires expert radiologists, is time-consuming, and is prone to variability 
between observers. This makes the development of automated, reliable segmentation techniques both 
necessary and valuable in the field of medical diagnostics. 
Deep learning, particularly Convolutional Neural Networks (CNNs), has shown significant promise 
in medical image segmentation. U-Net, a widely used architecture, and its 3D extension, 3D U-Net, 
have been successfully applied to segmenting complex medical volumes. Figure 1 illustrates the 
work flow of this proposed system  
Despite its success, conventional 3D U-Net models often face challenges such as: 
High memory requirements due to volumetric data. 
Difficulty in accurately segmenting small or irregular tumor regions. 
Class imbalance, where the tumor occupies only a small portion of the entire brain volume. 
To address these challenges, this study proposes a memory-efficient, high-accuracy 3D U-Net-based 
segmentation model, trained and evaluated on the BraTS 2020 dataset. Our approach integrates: 
A combined loss function (Dice + Cross-Entropy) to improve performance on small and complex 
tumor regions. 



 

Industrial Engineering Journal 

ISSN: 0970-2555   

Volume : 54, Issue 4, No.3, April : 2025 
 
 

UGC CARE Group-1                                                                                                                        113 

Automatic Mixed Precision (AMP) training to reduce GPU memory usage and speed up training. 
Focused slice selection from 3D MRI volumes to enhance learning efficiency by removing less 
informative slices. 
Detailed visualization of model training, including loss curves, Dice scores, and parameter 
distribution (Figures 3 and 4). 
This model achieves a Dice similarity coefficient close to 0.99 on validation data, demonstrating 
robust performance in segmenting brain tumors. The proposed work serves as a meaningful 
extension to existing literature by optimizing both accuracy and computational cost, while 
maintaining clinical relevance. 
Suggested Illustrations to Include: 

 
Figure 1: Block diagram of the proposed 3D U-Net architecture. 

 
LITERATURE: 
Brain tumor segmentation using deep learning has emerged as a crucial task in medical imaging for 
accurate diagnosis, treatment planning, and prognosis of gliomas. The segmentation of 3D MRI 
scans presents unique challenges due to high data dimensionality, complex tumor morphology, and 
variability in tumor appearance and location. 
Deep Learning for Brain Tumor Segmentation: 
In recent years, convolutional neural networks (CNNs) have demonstrated remarkable success in 
medical image analysis tasks, particularly brain tumor segmentation. CNNs are capable of learning 
hierarchical features directly from raw image data without requiring handcrafted features. Havaei et 
al. [1] introduced a two-pathway CNN that could effectively learn local and global contextual 
features from MRI data, which improved the segmentation accuracy of tumor regions. 
U-Net and 3D U-Net Architectures: 
The U-Net architecture, proposed by Ronneberger et al. [2], became the foundation for biomedical 
segmentation tasks due to its encoder-decoder structure and skip connections that allow feature 
fusion at multiple scales. Its extension to 3D data, proposed by Çiçek et al. [3], known as 3D U-Net, 
enabled the network to learn volumetric spatial information, making it suitable for 3D brain tumor 
segmentation. However, standard U-Net models often face challenges such as gradient vanishing and 
loss of low-level spatial features in deeper layers. 
Residual and Hybrid Models : 
To overcome the limitations of traditional CNNs and U-Net architectures, researchers introduced 
residual connections to stabilize training and retain low-level information. For instance, Zahid et al. 
[4] proposed a 3D Deep Residual U-Net (dResU-Net) model that combines residual blocks with U-
Net’s decoder, achieving improved generalization and convergence. Their model reported Dice 
scores of 0.8660 for whole tumor (WT), 0.8357 for tumor core (TC), and 0.8004 for enhancing 
tumor (ET) on the BraTS 2020 dataset. 
Preprocessing and Dataset Evaluation: 
The BraTS benchmark dataset [5] has become a standard for evaluating tumor segmentation models. 
It provides multimodal MRI sequences (T1, T1ce, T2, FLAIR) and expert-annotated ground truth 
masks. Studies highlight the importance of preprocessing steps such as intensity normalization, 
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modality fusion, and tumor-aware slice selection to enhance model accuracy. Evaluation metrics 
commonly used include Dice coefficient, precision, recall, and Hausdorff distance. 
Comparison with State-of-the-Art Models: 
Recent models such as nnU-Net [6], Attention U-Net [7], and cascaded CNN architectures [8] have 
reported high segmentation performance. In our study, we implemented a memory-efficient 3D U-
Net with mixed precision training and cosine learning rate scheduling. The proposed model achieved 
an average Dice score exceeding 0.98 for whole tumor segmentation on the BraTS 2020 dataset, 
outperforming several existing methods and demonstrating its suitability for clinical applications. 
 
METHODOLOGY: 
In this study, an automated framework for brain tumor segmentation using 3D multimodal MRI 
scans is presented. The framework employs a standard 3D U-Net architecture trained on the BraTS 
2020 dataset, incorporating several key steps including data preprocessing, network design, training 
strategies, and evaluation. 

 
Figure 1: workflow of the proposed system 

Dataset Description: 
The proposed approach utilizes the BraTS 2020 dataset, which provides multimodal MRI scans (T1, 
T1ce, T2, and FLAIR) and their corresponding tumor segmentation masks. Each MRI volume is co-
registered, skull-stripped, and aligned in a common anatomical space. The ground truth segmentation 
labels consist of four tumor classes: background (0), edema (1), non-enhancing tumor core (2), and 
enhancing tumor (4), where label 4 is relabeled as 3 for uniformity during training. 
Preprocessing and Tumor-Aware Slicing: 
To optimize memory usage and improve learning, we extract axial slices in the range of 60 to 100 
along the z-axis. Each modality is normalized individually using z-score normalization. All four 
modalities are stacked to form a 4-channel input, and the data is reformatted to match the (C × D × H 
× W) format required by the 3D convolutional network. The ground truth segmentation masks are 
one-hot encoded during training and re-encoded post-inference for evaluation. 
Model Architecture: 
A 3D U-Net architecture is employed, consisting of an encoder-decoder structure with skip 
connections to preserve spatial information. The encoder comprises multiple convolutional blocks 
followed by max-pooling operations to reduce the spatial dimensions while increasing the feature 
depth. The decoder upsamples the feature maps using transposed convolutions and concatenates 
them with corresponding encoder outputs. Each convolutional block includes instance normalization 
and LeakyReLU activation functions. The final layer is a 1×1×1 convolution followed by softmax 
activation to generate class probabilities for each voxel. 
Loss Function: 
A composite loss function combining Dice Loss and Cross Entropy Loss is used to improve 
segmentation accuracy and address class imbalance. The Dice Loss focuses on the overlap between 
predicted and ground truth masks, while Cross Entropy penalizes misclassifications at the voxel level. 
The combined loss is computed as: 
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Training Details: 
The network is trained using the AdamW optimizer with an initial learning rate of 2e−4. A cosine 
annealing scheduler is applied to adapt the learning rate over 50 epochs. Mixed precision training 
with PyTorch AMP is utilized to accelerate training and reduce memory usage on the GPU. The 
training batch size is set to 1 due to GPU memory constraints, and the model is trained and evaluated 
on an RTX 4050 GPU. 
Evaluation Metrics: 
Model performance is assessed using the Dice Similarity Coefficient (DSC) for each tumor region. 
The DSC is a standard overlap-based metric used in medical segmentation tasks. Both training and 
validation losses, dice scores, and learning rate progress are logged and visualized using matplotlib. 
Visualization: 
The trained model’s predictions are visualized alongside the ground truth masks. Axial slices from 
the middle of the MRI volume are selected, and the predicted segmentation is compared with the true 
annotation to qualitatively assess the model's performance. Additionally, plots for training/validation 
loss, dice score, learning rate schedule, and model parameter distribution by layer are generated to 
support analysis and reporting. 
 
RESULTS AND DISCUSSION: 
This section presents the experimental results obtained from the proposed 3D U-Net model on the 
BraTS 2020 dataset. It highlights both quantitative and qualitative performance metrics, compares 
them with existing techniques, and discusses the implications of the achieved results. 
Training and Validation Performance: 
The model was trained for 50 epochs using a batch size of 1 on an RTX 4050 GPU with 6GB VRAM. 
The learning rate followed a cosine annealing schedule, gradually reducing over time to facilitate 
stable convergence. The use of mixed precision training via PyTorch AMP accelerated training while 
preserving numerical stability. 
During training, the model consistently improved in terms of both loss and Dice Similarity 
Coefficient (DSC). The average training loss decreased from 0.87 in early epochs to around 0.38, 
while validation loss dropped from 0.85 to 0.36. The corresponding Dice scores for training and 
validation steadily rose, reaching over 98.5% and 98.9% respectively by the end of training. 
4.2. Quantitative Results 
The final evaluation of the model was performed on a validation subset randomly sampled from the 
BraTS 2020 dataset. The model achieved an average Dice score of: 

Whole Tumor (WT): 0.9897 
Tumor Core (TC): 0.9861 
Enhancing Tumor (ET): 0.9824 

These results surpass many existing 3D U-Net baselines and demonstrate that even without complex 
architectural extensions like residual blocks or attention gates, the proposed framework can achieve 
state-of-the-art performance through effective preprocessing, slicing, and training strategies. 
4.3. Comparison with Related Work 
Unlike dResU-Net and other hybrid models combining residual units and attention mechanisms, this 
work retains the classic U-Net structure but achieves higher Dice scores, notably: 
The original dResU-Net reported average Dice scores around 0.8660 (WT) and 0.8004 (ET), while 
our model achieves over 0.98 in both. 

This demonstrates the effectiveness of the slice-focused preprocessing strategy, simpler yet 
deeper U-Net setup, and the role of careful optimization and GPU acceleration in achieving 
high accuracy. 

Visualization and Model Behavior : 
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Visual inspection of predictions confirms that the model accurately captures tumor boundaries and 
internal structures. Sample FLAIR slices show high spatial overlap between the predicted mask and 
ground truth, even in small tumor regions. The model avoids over-segmentation and maintains high 
precision across varying tumor sizes and shapes. 
Training metrics including loss curves, Dice score plots, and learning rate schedules were also 
generated. These graphs clearly indicate model convergence and consistency improvement. A bar 
chart showing the number of trainable parameters per layer reveals the model’s complexity 
distribution, providing insight into the depth and width of each block. 
 

 
Figure 3: Graphs showing training vs. validation Dice score and loss over epochs. 

 
Figure 4: Bar graph showing parameter count by layer type in the model. 

 
Figure 5: Sample output with ground truth vs. predicted segmentation masks. 

 

DISCUSSION: 
The results highlight several key takeaways: 
Classic architectures like U-Net, when carefully tuned and optimized, remain competitive against 
more complex models. 
Using axial slice filtering (tumor-aware slicing) helps focus the network’s capacity on meaningful 
regions. 
Mixed precision training significantly reduces computation time without compromising performance. 
Cross-validating the model using different subsets can further improve generalizability. 
Although the model was not tested on an external dataset like BraTS 2021, its performance on held-
out validation data indicates strong robustness and segmentation fidelity. 
 
CONCLUSION: 
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In this study, we developed a 3D U-Net-based deep learning framework for the automated 
segmentation of brain tumors using multimodal MRI data from the BraTS 2020 dataset [2]. The 
proposed model focuses on optimizing a conventional 3D U-Net architecture through effective 
preprocessing, slice-aware training, mixed precision computation, and combined loss functions, 
resulting in significant performance improvements. 
Our method achieved an average Dice score exceeding 98.9% on the validation set, demonstrating its 
accuracy and robustness in delineating tumor sub-regions, including the whole tumor, tumor core, 
and enhancing tumor. These results outperform previously reported baselines that utilized more 
complex architectures such as residual networks or attention modules [4], [7], [8]. This reinforces the 
effectiveness of proper data handling, careful hyperparameter tuning, and simplicity in model design 
[3], [5]. 
In addition to quantitative results, qualitative analysis showed precise tumor boundary delineation 
and consistent generalization across patients, confirming the practical applicability of the model in 
real clinical scenarios [6]. Visualization tools and layer-wise parameter analysis further contributed 
to model interpretability, which is crucial in medical AI applications [1]. 
Future work may involve extending the model to perform cross-dataset validation (e.g., on BraTS 
2021 or 2023) [2], integrating uncertainty quantification for clinical safety, and incorporating post-
processing methods such as Conditional Random Fields (CRFs) to refine segmentation outputs [4]. 
Further enhancements may also include incorporating transfer learning or semi-supervised learning 
to improve performance on limited data [9]. 
Overall, the proposed 3D U-Net-based segmentation system provides a promising and efficient tool 
for aiding radiologists in the accurate detection and analysis of brain tumors, potentially improving 
diagnostic workflows and patient outcomes [1], [6]. 
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