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ABSTRACT 

Developing an automated method for detecting cyberthreats is one of the main issues facing cyber 

security. In this paper, we describe an artificial neural network-based cyberthreat detection method. 

The suggested solution improves cyber-threat identification by converting a large number of gathered 

security events into unique event profiles and utilizing a deep learning-based detection algorithm. In 

this study, we created an AI-SIEM system using a variety of artificial neural network techniques, such 

as CNN, LSTM, and FCNN, together with event profiling for data preparation. The approach helps 

security analysts react quickly to cyber threats by focusing on differentiating between true positive and 

false positive signals. The authors of this paper used two benchmark datasets to conduct all of the 

experiments. (NSLKDD and CICIDS2017) as well as two real-world datasets gathered. We ran trials 

utilizing the five traditional machine-learning techniques (SVM, k-NN, RF, NB, and DT) to assess the 

performance comparison with current methodologies. As a result, the study's experimental findings 

confirm that our suggested approaches may be used as learning-based models for network intrusion 

detection and demonstrate that, even when used in real-world scenarios, their performance surpasses 

that of traditional machine learning techniques. 
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1. INTRODUCTION 

Learning-based methods for identifying cyberattacks have advanced further with the advent of artificial 

intelligence (AI) technology, and numerous studies have found significant outcomes with them. 

However, it is still very difficult to defend IT systems against threats and bad activities in networks since 

cyberattacks are always changing. Effective defenses and security concerns were prioritized for 

dependable solutions due to numerous network intrusions and criminal activities. [1], [2], [3], [4]. In 

the past, there have been two main methods for identifying network breaches and cyberthreats. Within 

the company network, an intrusion prevention system (IPS) is implemented. Its primary way of 

examining network protocols and flows is signature-based. It creates relevant intrusion alarms, also 

known as security events, and notifies another system—like SIEM—of the alerts it generates. The 

collection and handling of IPS alerts has been the primary emphasis of security information and event 

management, or SIEM. Among the different security operations systems available for analyzing the 

gathered security events and logs, the SIEM is the most popular and reliable option [5]. Additionally, 

security analysts try to investigate suspicious alerts based on policies and thresholds, as well as find 

malicious activity by utilizing attack-related knowledge to analyze correlations between events and 

find patterns of behavior. 

However, because of their high false alarm rate and the volume of security data they include, it is still 

challenging to identify and detect intrusions against intelligent network attacks [6], [7]. For this reason, 
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machine learning and artificial intelligence algorithms for attack detection have received more 

attention in the most recent studies in the field of intrusion detection. Security analysts can investigate 

network attacks more quickly and automatically with the help of advancements in AI fields. These 

learning-based techniques necessitate using previous threat data to understand the attack model, then 

using the taught models to identify incursions for unknown cyberthreats. [8], [9] For analysts who need 

to quickly examine a huge number of events, a learning-based approach designed to determine whether 

an attack occurred in a big amount of data can be helpful. Information security solutions can be broadly 

classified into two types, according to [10]: machine learning-driven solutions and analyst-driven 

solutions. Analyst-driven solutions are based on rules that are established by analysts, who are security 

professionals. In the meantime, emerging cyberthreat detection can be enhanced by machine learning-

driven solutions that identify uncommon or aberrant patterns [10]. However, even while learning- based 

techniques are helpful in identifying cyberattacks in networks and systems, we found that the four 

primary limitations of current learning-based techniques 

Initially, labelled data are needed for learning-based detection techniques to train the model and assess 

the produced learning models. Moreover, obtaining such labelled data at a scale that permits precise 

model training is not simple. Many commercial SIEM solutions lack labelled data that can be used 

with supervised learning models, even though labelled data is necessary. [10]. 

Second, because they are absent from popular network security systems, most of the learning 

characteristics that are theoretically employed in each study are not generalized features in the real 

world [3]. As such, it is challenging to apply to real-world scenarios. Deep learning technologies have 

been used in recent intrusion detection research efforts, and performance has been assessed using 

popular datasets such as NSLKDD [11], CICIDS2017 [12], and Kyoto-Honeypot [13]. Unfortunately, 

because to a lack of features, many earlier research that used benchmark datasets that were correct but 

could not be generalized to the real world. An implemented learning model must be evaluated using 

real-world datasets in order to get over these restrictions. 

.Third, although it may result in a high false alert rate, employing an anomaly-based approach to 

identify network intrusion can assist in identifying unidentified cyberthreats [6]. When numerous false 

positive alarms are generated, it can be very expensive and time- consuming for staff to investigate 

them. 

Fourth, some hackers can gradually alter their behavior patterns in order to conceal their malicious 

operations [10], [14]. The detection models are not adequate because attackers continuously modify 

their behavior, even in cases when learning-based models are feasible. Furthermore, the analysis of 

transient network security events has been the primary focus of practically all security systems . We 

anticipate that, over extended periods of time, studying the security event history connected with the 

formation of events can be one way to identify the malicious conduct of cyberattacks and protect 

against them. 

This effort is primarily motivated by these issues. We describe an AI-SIEM system that uses deep 

learning techniques to distinguish between genuine and false warnings in order to address these issues. 

Our suggested system can assist security analysts in quickly responding to cyberthreats that are 

scattered over a significant volume of security events. In order to achieve this, the suggested AI-SIEM 

system specifically incorporates an event pattern extraction technique that works by correlating event 

sets in the gathered data and aggregating events using a concurrency feature. Our event profiles can 

provide as succinct input material for different types of deep neural networks. Furthermore, it makes 

it possible for the analyst to compare all of the data with long-term historical data in a timely and 

effective manner. 

 

2. LITERATURE SURVEY AND RELATED WORK 

1. Enhanced Network Anomaly Detection Based on Deep Neural Networks 

Abstract: The last ten years have seen an enormous rise in Internet applications, which has greatly 

raised the requirement for information network security. An intrusion detection system is required to 
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be able to adjust to the constantly shifting threat landscape in its capacity as the main protection of 

network infrastructure. Researchers in the fields of machine learning and data mining have developed 

a variety of supervised and unsupervised methods to reliably detect anomalies. 

. In the field of machine learning, deep learning uses a structure like to a neuron to accomplish learning 

tasks. Because deep learning has made enormous strides in a variety of fields, including speech 

processing, computer vision, and natural language processing, to mention a few, it has fundamentally 

altered the way we approach learning challenges. The only applications for this new technology that 

warrant investigation are those related to information security. This research looks into whether deep 

learning techniques are suitable for anomaly-based intrusion detection systems. We created anomaly 

detection models for this study based on many deep neural network architectures, such as convolutional 

neural networks., both recurrent neural networks and autoencoders. These deep models were assessed 

using the NSLKDD test data sets, NSLKDDTest+ and NSLKDDTest21, and trained on the NSLKDD 

training data set. The authors conducted every experiment in this paper on a GPU-based test bed. Using 

well-known classification techniques, such as extreme learning machine, nearest neighbor, decision-

tree, random forest, support vector machine, naive-bays, and quadratic discriminant analysis, 

conventional machine learning-based intrusion detection models were constructed. Well-known 

classification criteria, such as receiver operating characteristics, area under curve, precision-recall 

curve, mean average precision, and classification accuracy, were used to assess both deep and 

traditional machine learning models. Promising outcomes from deep IDS model experiments were 

observed for practical use in anomaly detection systems. 

2. Network Intrusion Detection Based on Directed Acyclic Graph and Belief Rule Base 

Abstract: Network situation awareness depends heavily on intrusion detection. Although certain 

techniques have been put out to identify network intrusion, they are unable to directly and efficiently 

make use of semi-quantitative data, which combines quantitative data with expert knowledge. As a 

result, this study suggests a novel detection model built on a belief rule base (BRB) and a directed 

acyclic graph (DAG). The suggested methodology, dubbed DAG-BRB, uses the DAG to build a multi-

layered BRB model that can prevent an explosion of rule number combinations due to a variety of 

intrusion kinds. An enhanced constraint covariance matrix adaption evolution method (CMA‐ES) is 

devised that can efficiently address the constraint problem in the BRB, leading to the optimal 

parameters of the DAG‐BRB model. A case study was was used to test the efficiency of the proposed 

DAG‐BRB. The results showed that compared with other detection models, the DAG‐BRB model has 

a higher detection rate and can be used in real networks. 

 

3. HAST-IDS: Learning hierarchical spatial-temporal features using deep neural networks to 

improve intrusion detection 

Abstract: One of the main areas of research in the intrusion detection field is the creation of anomaly-

based intrusion detection systems (IDS). By examining network traffic, an IDS can identify novel and 

unknown assaults and learns to distinguish between normal and abnormal activity. Nevertheless, 

feature design plays a critical role in an intrusion detection system's effectiveness, and creating a 

feature set that effectively describes network traffic is still a work in progress. A significant limitation 

on the practical uses of anomaly- based intrusion detection systems (IDSs) is their elevated false alarm 

rate (FAR). The hierarchical spatial-temporal features-based intrusion detection system (HAST-IDS) 

is a unique intrusion detection system that we present in this study , It uses long short-term memory 

networks to learn high-level temporal properties and deep convolutional neural networks (CNNs) to 

learn low-level spatial features of network traffic. Deep neural networks carry out the entire feature 

learning process automatically; feature engineering methods are not needed. The FAR is effectively 

decreased by the automatically learned traffic features. The suggested system's performance is assessed 

using the standard DARPA1998 and ISCX2012 data sets. The experimental results reveal the efficacy 

of the HAST-IDS in feature learning and FAR reduction, as it beats other published techniques in terms 

of accuracy, detection rate, and FAR. 
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4. Data security analysis for DDoS defense of cloud based networks 

Abstract: Distributed computing has emerged as a useful strategy for maximizing an institution's or 

organization's capabilities while reducing the need for extra resources. In this sense, distributed 

computing contributes to the expansion of institutions' IT capacities. It is important to remember that 

distributed computing is now a crucial component of the majority of the growing IT industry. It is 

regarded as an innovative and effective way to grow a business. As more businesses and individuals 

choose to keep their data and apps on the cloud, serious concerns have emerged about how to safeguard 

sensitive data from online intrusions by both internal and external parties. 

. Despite a great deal of interest in cloud-based computing, many clients are reluctant to move their 

sensitive data to the cloud due to security concerns. Security is a major worry since a large portion of 

an organization's data makes it an attractive target for hackers. If security issues are not resolved, 

distributed computing will continue to stall. As a result, this study offers a fresh assessment and 

understanding of a honeypot. Honeypots are a device that fall into two categories: research and 

handling. Managing honeypots is a way to lessen risks in the real world. As a tool for investigation, a 

research honeypot is used to identify and analyze online threats. Thus, this research project's main goal 

is to do a thorough network security study using is to do an intensive network security analysis through 

a virtualized honeypot for cloud servers to tempt an attacker and provide a new means of monitoring 

their behavior 

 

3. EXISTING SYSTEM 

It is challenging for restaurant management to gauge how patrons will react to the concept and food in 

unmanned restaurants because there is no staff on hand. Because they only include a portion of user 

reviews, current rating services like Google and TripAdvisor only fix part of the issue. Only a portion 

of the patrons who independently rate the restaurant on independent review sites use these rating 

systems. This primarily pertains to clients that have either a highly positive or unfavorable experience 

throughout their visit. 

 

4. PROPOSED Methodology 

The proposed the AI-SIEM system particularly includes an event pattern extraction method by 

aggregating together events with a concurrency feature and correlating between event sets in collected 

data. Our event profiles have the potential to provide concise input data for various deep neural 

networks. Moreover, it enables the analyst to handle all the data promptly and efficiently by 

comparison with long-term history data 

 

5. IMPLEMENTATION 

MODULES: 

upload Train Dataset 

Run Preprocessing TF-IDF Algorithm Generate Event Vector 

Neural Network Profiling Run SVM Algorithm Run KNN Algorithm 

Run Naive Bayes Algorithm Run Decision Tree Algorithm Accuracy Comparison Graph Precision 

Comparison Graph Recall Comparison Graph 

F Measure Comparison Graph MODULES DESCRIPTION: 

Propose algorithms consists of following module 

1. Data Parsing: This module take input dataset and parse that dataset to create a raw data event 

model 

2. TF-IDF: using this module we will convert raw data into event vector which will contains normal 

and attack signatures 

3. Event Profiling Stage: Processed data will be splitted into train and test model based on profiling 
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events. 

4. Deep Learning Neural Network Model: This module runs CNN and LSTM algorithms on train 

and test data and then generate a training model. Generated trained model will be applied on test data to 

calculate prediction score, Recall, Precision and F Measure. Algorithm will learn perfectly will yield 

better accuracy result and that model will be selected to deploy on real system for attack detection 

5. Datasets which we are using for testing are of huge size and while building model it’s going to out 

of memory error but kdd_train.csv dataset working perfectly but to run all algorithms it will take 5 to 

10 minutes. You can test remaining datasets also by reducing its size or running it on high configuration 

system. 

 

5. RESULTS AND DISCUSSION SCREENSHOTS 

 
Fig 1: _In above screen click on ‘Upload Train Dataset’ button and upload dataset 

 
Fig 2: ‐In above screen uploading ‘kdd_train.csv’ dataset and after upload will get below screen 
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Fig 3: ‐In above screen we can see dataset contains 9999 records and now click on ‘Run 

Preprocessing TF‐IDF Algorithm’ button to convert raw dataset into TF‐IDF values 

 
Fig 4: ‐In above screen TF‐IDF processing completed and now click on ‘Generate Event Vector’ 

button to create vector from TF‐IDF with different events 
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Fig 5: ‐In above screen we can see total different unique events names and in below we can see 

dataset total size and application using 80% dataset (7999 records) for training and using 20% dataset 

(2000 records) for testing. Now dataset train and test events model ready and now click on ‘Neural 

Network Profiling’ button to create LSTM and CNN model 

 
Fig 6: _In above screen LSTM model is generated and its epoch running also started and its starting 

accuracy is 0.94. Running for entire dataset may take time so wait till LSTM and CNN training 

process completed. Here dataset contains 7999 records and LSTM will iterate all records to filter and 

build model. 

 

Fig 7: _In above selected text we can see LSTM complete all iterations and in below lines we can see 

CNN model also starts execution 
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Fig 8: ‐In above screen CNN also starts first iteration with accuracy as 0.72 and after completing all 

iterations 10 we got filtered improved accuracy as 0.99 and multiply by 100 will give us 99% 

accuracy. So, CNN is giving better accuracy compare to LSTM and now see below GUI screen with 

all details 

 
Fig 9: ‐In above screen we can see both algorithms accuracy, precision, recall and FMeasure values. 

Now click on ‘Run SVM Algorithm’ button to run existing SVM algorithm 

 
Fig 10: ‐In above screen we can see SVM algorithm output values and now click on ‘Run KNN 

Algorithm’ to run KNN algorithm 
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Fig 11: ‐In above screen we can see KNN algorithm output values and now click on ‘Run Random 

Forest Algorithm’ to run Random Forest algorithm 

 
Fig 12: ‐In above screen we can see Random Forest algorithm output values and now click on ‘Run 

Naïve Bayes Algorithm’ to run Naïve Bayes algorithm 

 
Fig 13: ‐In above screen we can see Naïve Bayes algorithm output values and now click on ‘Run 

Decision Tree Algorithm’ to run Decision Tree Algorithm 
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Fig 14: ‐In above screen we can see Decision Tree algorithm output values and Now clock on 

Extension SVM with PSO 

 
Fig 15: In the above screen We can see SVM with PSO output values 

 

Comparison Graphs: 

Accuracy Comparison: 

 

 
Fig16:In the above screen we can see Accuracy of different algorithms Precision Comparison: 
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Fig17: In the above screen we can see precision of different algorithms Fmeasure Comparison: 

 

 
Fig18: In the above screen we can see Fmeasure of different algorithms Recall Comparison: 

 

Fig19: In the above screen we can see Recall of different algorithms 

 

7. CONCLUSION AND FUTURE SCOPE CONCLUSION 

We have presented the AI-SIEM system in this study, which makes use of artificial neural networks 

and event profiles. Condensing extremely huge amounts of data into event profiles and utilizing deep 

learning-based detection techniques to improve cyber-threat detection capabilities are the innovative 

aspects of our work. By comparing long-term security data, the AI-SIEM system helps security analysts 

to respond quickly and effectively to important security alarms. It can also assist security analysts in 

quickly responding to cyber threats scattered throughout a multitude of security events by decreasing 

false positive warnings. We conducted a performance comparison utilizing two benchmark datasets 

(NSLKDD, CICIDS2017) and two real-world datasets to assess performance. Using well-known 

benchmark datasets, we first demonstrated how our techniques might be used as one of the learning-
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based models for network intrusion detection based on a comparison experiment with other 

approaches. Second, we demonstrated encouraging results from the evaluation using two real datasets, 

showing that our approach performed better in terms of accurate classifications than traditional 

machine learning techniques 

 

7.1 FUTURE SCOPE 

We will concentrate on improving previous threat forecasts in the future in order to address the growing 

issue of cyberattacks. We will achieve this by using a multiple deep learning approach to identify long-

term patterns in historical data. Furthermore, in order to enhance the accuracy of labeled datasets for 

supervised learning and create high-quality learning datasets, a significant number of SOC analysts 

would personally endeavor to document labels of raw security events over a period of many months. 
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