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ABSTRACT:  

One  of  the  most prevalent  and  deadly  diseases affecting 

 human  health  is cardiovascular disease (CVD). Early diagnosis may allow for CVD mitigation 

or prevention, which may lower mortality rates. A viable strategy is to locate risk indicators using 

machine learning algorithms. To obtain accurate cardiac disease prediction, we would want to suggest 

a model that combines various techniques. We have successfully created accurate data for the training 

model using effective approaches for data collection, pre-processing, and data transformation. In 

order to allow for comparisons, the findings are presented  separately.  Using  the RFBM and 

Relief feature selection approaches, we can infer from the outcome analysis that our suggested model 

 provided  the  maximum accuracy (99.05%).  

KEYWORDS: CVD, heart disease, machine learning, K-nearest  

neighbours, gradient boosting, decision trees, random forests, and relief feature selection techniques.  

INTRODUCTION:  

The most serious and fatal disease affecting people has been described as 

cardiovascular disease. A significant danger and burden is being placed on the healthcare systems 

around the world by the rise in cardiovascular illnesses with high death rates. Although children can 

also have similar health problems, men are more likely than women to develop cardiovascular 

disorders, especially in middle or late life.  

One-third of deaths worldwide are attributable to heart disease, according to data supplied by the 

WHO. About 3% of the overall health care budget is spent on treating heart disease, and roughly half 

of all patients with heart disease pass away within just 1-2 years of diagnosis. Multiple tests are 

necessary to predict cardiac disease. False projections could be caused by a lack of medical staff 

experience. It can be challenging to make an early diagnosis. Surgery for heart disease is difficult, 

especially in underdeveloped nations where there is a dearth of skilled medical personnel, diagnostic 

equipment, and other resources needed for accurate diagnosis and treatment of heart disease patients.  

When taught on relevant data, machine learning algorithms are capable of accurately recognising the 

disorders. The comparison of prediction models may be done with publicly available datasets on heart 

disease. Using the vast resources that are accessible, researchers may create the best prediction model 

with the use of machine learning and artificial intelligence. It has been stressed in recent research that 

there is a need to lower CVD-related mortality in both adults and children. Proper pre-processing is 

an important step since the available clinical datasets are inconsistent and redundant. It is crucial to 

choose the key aspects that can be included as risk variables in prediction models.  
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Hybrid classifiers are used along with a variety of supervised models, including AdaBoost (AB), 

Decision Tree (DT), Gradient Boosting (GB),  

K-Nearest Neighbours (KNN), and Random Forest (RF). Results are compared with those from 

earlier research.  

LITERATURE REVIEW:  

The  predictions  can now be made with greater accuracy and efficiency, the use 

of artificial intelligence and machine learning algorithms has grown significantly in recent years. In 

order to create and choose models with the maximum accuracy and efficiency, research in this field is 

crucial. Hybrid models, which combine several machine learning models with information systems 

(important elements), are a potential  method  for  illness prediction.  Different 

 publicly accessible data sources are utilised. The ensemble approach was used in the study to increase 

prediction accuracy. The accuracy of weak classifiers was improved by the use of bagging and boosting 

approaches, and the performance for heart disease risk detection was deemed good. In the research for 

the construction of the hybrid model, The created model had an accuracy of 85.48%. Recently, the 

UCI Heart Disease dataset was used to evaluate machine learning as well as more traditional methods 

like RF, Support Vector Machine (SVM), and learning models. The voting- based approach and many 

classifiers helped to increase accuracy.  

Several machine learning classifiers have been used in studies that predict the survival of patients. A 

comparison between the conventional biostatistics’ tests and the offered machine learning methods 

was done after features pertaining to the important risk variables were ranked. The conclusion was that 

the two most important characteristics for precise predictions were found to be serum creatinine and 

ejection fraction. The AL Algorithm was used to create a CVD detection model. Four methods were 

used for dataset preparation and analysis. The accuracy was 85.32% and 84.49%, respectively, for 

SVM and KNN, and 99.83% for Decision Tree, Random Forest, and other approaches. Another study 

that used the ensemble approach to analyse the Heart Rate Variability successfully predicted 

congestive heart failure.  

RESEARCH METHODOLOGY:  

On the dataset of chronic heart disease, a general explanation is provided on how to construct an 

intelligent machine learning system.  

• Overview of the purposed model:  

In order to create a dataset, many datasets are combined. Here, the workflow of suggested 

models is provided in the framework. The merged dataset is examined for missing values during data 

preparation, and those that are found are filled in using the K-Nearest Neighbours imputation method. 

Two distinct feature selection strategies are employed to address overt difficulties and prevent lengthy 

execution times: methods for reassurance. In doing so, the best characteristics are extracted. Analysis 

is done on how well classifiers perform using both the original features and the features chosen by 

these approaches. The dataset is separated into training and testing after the feature selection process. 

The remaining 20% of the data are assigned to the testing phase, and the remaining 80% of the data 

are assigned for the training phase based on model learning rates.  

PERFORMANCE  MEASURE INDICES  

TP = True Positive (when the model correctly Identiedas having HD). TN = True Negative (when the 

model correctly identified the opposite class, such as patients truly having no heart issues).  
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FP = False Positive (when the model incorrectly identi_ed HD patients i.e., identifying non-HD 

patients as HD patients)  

FN = False Negative (when the model incorrectly identified the opposite class, such as HD patients as 

normal patients). Accuracy (Acc) = ( TP C TN)  

(TP +TN+ FP+ FN)  

Precision  =  (TP)  

(TP+ FP)  

Recall or Sensitivity (Sen) = (TP)  

(TP+FN)  

F1-score = 2(Precision X Recall)  

Fig. working of proposed model  
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(Precision X Recall)  

False Positive Rate = FP  

FP+TN  

  

False Negative Rate = FN  

(TP+FN)  

  

Negative predictive value = TN  

(TN+FN) IMPLEMENTATION:  

BEGIN  

1. Let D = {d1, d2, d3, . . . dn} be the given dataset  

2. E = {}, the set of ensemble classifiers  

3. C = {c1, c2, c3, . . . cn}, the set of classifiers  

4. X = the training set, X D  

5. Y = the test set, Y D  

6. L = n(D)  

7. for i = 1 to L do  

8. S(i) = {Bootstrap sample I with replacement}  

I X  

9. M(i) = Model trained using C(i) on S(i)  

10. E = E C(i)  

11. next I  

12. for i = 1 to L  

13. R(i) = Y classified by E(i)  

14. next i  

15. Result = max(R (i): i = 1, 2, ............ , n)  

END  

DIFFERENT MACHINE LEARNING  

LIBRARIES  

When  utilising machine learning approaches to produce reliable outcomes, 

data is thought of as the first and most fundamental component. A well- known  data  source, 

 the  "UCI machine  learning  repository," provided the applicable dataset. In addition 

to 14 unique features, more than 1190 examples from their database are compiled into a text file. The 

'num' attribute from these merged datasets is chosen as the output, while 13 attributes are used as the 

inputs. Age in years (age), sex (sex),  resting  blood  pressure  

(trestbps), fasting blood sugar (fbs), chest pain type (cp), and resting electrocardiographic findings 

were the only six characteristics contained in all or the majority of the records, according to the medical 

literatures.  

AN OVERVIEW OF DATA PREPROCESSING AND  

CLEANING TECHNIQUES:  

In the current world, a lot of information is obtained through surveys,  tests, and other  

means, including     the     internet.     But frequently, the   needed data may include  noise,    

distortions,   and missing values.   Missing or  null values can also be found in the pooled dataset 
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utilised in this study. To deal   with missing  values, a number of well-liked strategies may be applied, 

including imputation and deletion.  

  

Standardization: X =(X-)/  

THE  RELIEF  FEATURE  

SELECTION TECHNIQUES:  

Relief is a selection attribute approach that weighs all of the dataset's attributes. This allows for 

progressive weight modifications [64]. The vital features should have a significant weight, while the 

other features should have a low weight. For feature weighting, Relief employs methods like to those 

used in KNN.  

BAGGING TECHNIQUE:  

When it comes to reducing the variance of Decision Tree classifiers, bagging is applied. The goal is 

to separate the training samples' data into several subgroups. They train their decision tree using sets 

of subset data that were randomly selected. We end up with an ensemble of many models as a 

consequence.  

Then, the mean of every forecast made by every tree is applied. Compared to only one Decision Tree 

classifier, this is more reliable. It aids in both the correct handling of larger multidimensional data as 

well as the reduction of the overt issue. It fixes problems with missing data and upholds correctness.  

BOOSTING TECHNIQUE:  

The recurrent process of "boosting" modifies the weight and is dependent on the most recent forecast.  

Instances that are improperly classified  have  their weight enhanced. In most cases, Boosting creates 

effective prediction models [69]. It works by merging the weak models to improve their performance 

and creates various loss functions. In order to build our hybrid models for this research, the Boosting 

approach was used to the two classification algorithms, AB and GB.  

DECISION TREES:  

One of the most potent and well- known prediction tools is the Decision Tree method, which only 

supports two num Classes [70]. Every branch of a decision tree's structure relates to a test result, and 

each leaf node represents a different class. Each internal node refers to testing a property. A approach 

known as "learning" based on decision trees (DT) sometimes uses an upside- down tree-based process. 

Both regression and classification issues can be solved using the approach. The best feature or 

characteristic from the collection of possible attributes is chosen as the root node's starting point, and 

"splitting" is then used to expand the tree from that point.  

RANDOM FOREST:  

For the optimal outcome, the Random Forest ensemble classier constructs and combines a variety of 

decision trees. Assembling bootstraps is mostly used to understand trees.  

Let's say that the inputted data are X D x1, x2, x3;:::::: ; xn) and the outputs are Y D x1, x2, x3;::::: ; 

xn) with a lower limit of b D 1 and an upper limit of B: By averaging the forecasts, the forecast for 

sample x0 is generated.  

K-NEAREST NEIGHBORS:  

The most widely used classification method in the field of machine learning is K-Nearest Neighbours. 

For coronary artery disease, it has previously been used. Since KNN makes no assumptions about 

how data will be distributed, it is regarded as nonparametric. The new data is placed in the class that 

is closest to the existing classes by KNN after taking into account their similarity. Both regression 

and recognition issues can be solved using KNN. Given that it takes some time to process a set of 

training data, it is also referred to as the lazy learner algorithm [80]. KNN determines how far apart 

new A (x1, y1) and previously available B(x2, y2) data are from one another.  
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 ADABOOST:  

In order to create a more reliable classifier, the AdaBoost or Adaptive Boosting method combines a 

number of weak classifiers. Based on 1000 samples, this method generates the anticipated accuracy. 

N is the frequency of training instances, and training instance and training dataset instances are 

weighted with a starting weight. Each input variable receives an output from the decision stump. 

After that, an equation is used to determine the misclassification rate.  

GRADIENT BOOSTING:  

For classification and regression issues, gradient boosting is a Boosting approach that just needed 100 

samples. Three components make up the core of gradient boosting: an improved loss function, a weak 

learner to generate predictions, and an additive model to join weak learners to reduce the loss function. 

By removing overfitting, the approach of gradient boosting can improve the effectiveness of the 

algorithm.  

When there is an imbalance in the numbers in each class, the use of gradient tree boosting, often known 

as the "Grabit" model, to the Tobit model aids in improving accuracy.  

COMPARISON  TABLE  

BETWEEN THE  ACCURACY  

OF THE PROPOSED MODELS  

AND EXISTING TECHNIQUES  

Significant improvements have been observed after modifying the amount of characteristics that are 

picked by using selection algorithms. The RFBM hybrid model had the highest accuracy score when 

data from all features were combined (92.65%), whereas KNN had the lowest accuracy score 

(83.61%). A few significant modifications result from the use of the LASSO selection technique. The 

GBBM model  

produced the best accuracy (97.85%), whereas the RF model produced the lowest results. With the 

Relief feature selection approach, the best results were attained With RFBM, it is 99.05%accuracy.  
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CONCLUSION  

Regardless of socioeconomic or cultural background, identifying the risk of heart disease with a 

reasonable degree of precision has the potential to significantly impact the long-term death rate 

of people. A crucial element in reaching that aim is early diagnosis. With the aid of machine 

learning, several research have previously tried to forecast cardiac disease. This work follows a 

similar path, but uses an enhanced and unique methodology and a larger dataset to train the model. 

According to this study, the Relief feature selection method may provide a highly correlated 

feature set that can be applied to a variety of machine learning techniques. The study also found 

that the high impact features and RFBM function exceptionally effectively together. RFBM has 

achieved with ten features, accuracy is 99.05%. Future generalisation efforts will focus on making 

the model more resistant to datasets with high levels of missing data and compatible with other 

feature selection approaches. One such potential strategy is the use of Deep Learning algorithms. 

The main goal of this research was to advance previous work by developing the model in a fresh 

and inventive manner while also making it practical and simple to apply to real-world situations.  
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